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Exploring the Boundaries
of Big Data
Big Data is making headlines almost every day. Intelligence services are 
investing in it to combat global terrorism; companies are using it to optimize 
and personalize their services; and the healthcare industry is adopting data 
analytics to improve delivery of medical care. But are these hopes realistic? 
And what are the potential downsides of using Big Data? 

This book offers the reader a full and comprehensive account of the different 
aspects of this new phenomenon. It has been edited by Bart van der Sloot, 
Dennis Broeders and Erik Schrijvers, and it features contributions by authors 
such as Paul De Hert, Gemma Galdon Clavell, Colin J. Bennett, Alexander 
Roßnagel and Bart Preneel. The authors put forward suggestions on how the 
current legal regime could be adjusted to facilitate the positive uses of Big Data 
while preventing its potentially negative effects.
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preface

This study on the boundaries of Big Data brings together a number of leading aca-
demics to describe, analyse and theorize upon issues involved in Big Data from a
wide variety of perspectives. As the exact nature and delineation of Big Data is still
unclear, the authors explore the boundaries of Big Data rather than go to the core
of this new phenomenon. They help us understand the relation of Big Data to
areas such as cryptology, predictive policing, profiling, privacy, and regimes of data
protection in the United States, Europe, the Netherlands and Germany, and out-
line some new challenges that lie ahead of us.

Big Data will have an enormous impact on our daily lives. Many businesses are
applying Big Data analytics to find patterns and statistical correlations in order to
optimize their services, target their customers, and personalize their content.
Governments are applying new data technologies to predict, prevent, and detect
crime, to develop profiles of potential terrorists, and to make better informed pol-
icy choices in the social and economic domains, the domain of security and justice,
the healthcare sector, and the fields of mobility and infrastructure. What everyone
appears to agree on is that Big Data may have a hugely positive effect on the world
we live in, by promoting efficiency, justice, customer service, and security, but that
it might also result in discrimination, privacy violations, and chilling effects.

This study, therefore, is aiming to build a framework that will help to promote and
facilitate the beneficial uses of Big Data while preventing or sanctioning its nega-
tive effects. It serves as a background study for the advisory report Big Data in a
Free and Secure Society (Big Data in een vrije en veilige samenleving), which the
Netherlands Scientific Council for Government Policy (wrr) has been invited to
produce by the Dutch Government. It has been edited by our staff members llm.
mphil. Bart van der Sloot, prof. dr. Dennis Broeders (project coordinator), and
dr. Erik Schrijvers, and brings together insights from international experts on a
range of disciplines. The Council is grateful to the authors for their contributions.

Prof. dr. J. A. Knottnerus                                          Dr. F. W. A. Brom
Chairman wrr                                                              Secretary wrr
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1 introduction: exploring the boundaries
of big data

Bart van der Sloot, Dennis Broeders & Erik Schrijvers

This book deals with issues involved in Big Data from a technological, economic,
empirical, legal, and regulatory perspective. Big Data is a buzzword used fre-
quently in both the private and the public sector, the press, and online media.
Large amounts of money are being invested to make companies Big Data-proof,
and governmental institutions are eager to experiment with Big Data applications
in the fields of crime prevention, intelligence, and fraud, to name but a few areas.
Still, an exact and uniform definition of Big Data is hard to come by. Most defini-
tions roughly regard three states of processing: data collection, as Big Data con-
cerns collecting large amounts of data, from varied and often unstructured sour-
ces; data analyses, as Big Data revolves around the speed of the analyses and the use
of certain instruments such as algorithms, machine learning, and statistic correla-
tions; and use of data, as the results are often predictive in nature and are for-
mulated at a general or group level.

Though the exact nature and delineation of Big Data is still unclear, it seems likely
that Big Data will have an enormous impact on our daily lives. Many businesses are
applying Big Data analytics to find patterns and statistical correlations in order to
optimize their services, to target their customers, and to personalize their content.
Governments are applying new data technologies to predict and prevent crime,
to develop profiles of potential terrorists, and to make better informed policy
choices in the social and economic domains, the legal and the healthcare sectors,
and the fields of mobility and infrastructure. What everyone appears to agree on is
that Big Data may have a huge positive effect on the world we live in, by promoting
efficiency, justice, customer service, and security, but that it might also result in
discrimination, privacy violations, and chilling effects. The hope is that an ade-
quate framework will ensure that the beneficial uses of Big Data are promoted and
facilitated, while the negative effects are prevented or sanctioned. This book pro-
vides building blocks for developing such a framework.

1 .1 background of this book

On behalf of the Dutch government, the Minister for Security and Justice has
asked the Netherlands Scientific Council for Government Policy (wrr) to write a
report on the use of Big Data, especially in relation to national security, including
its effect on the right to privacy. The Netherlands Scientific Council for Govern-
ment Policy is an independent advisory body with the role of informing and
advising the government and parliament on issues of significant importance for
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society. The opinions of the wrr are cross-sectoral, cross-departmental, and
multi-disciplinary. They concern the course of government policy in the lon-
ger term.

In his request, the Minister formulated four main questions. The first main ques-
tion was whether a stronger distinction should be made between access to and use
of information in Big Data processes, a question that was partly inspired by the
transnational nature of many data processing activities. In particular, the Minister
asked whether the mere collection and storage of personal data, without the data
being analysed or used, should be limited by data protection legislation, pointing
to the fact that it cannot be ruled out in Big Data processes that non-identifying
data may become personal data at a later stage. In connection with this, the ques-
tion was how big the role of the state should be, in the Big Data era, in ensuring
that the use of Big Data for the promotion of security meets the standards of pur-
pose limitation and data minimization, amongst other things. The Minister also
wanted to know whether these principles can be maintained, and if so how.

The second key question concerned the use of Big Data processes and of techni-
ques such as profiling and data mining. In particular, the Minister wished to be
informed about how these techniques can be used in a transparent manner and
how adequate checks and balances can be formulated to allow these techniques to
be used safely and proportionately.

Thirdly, the Minister referred to the emergence of quantum computing and asked
whether encryption and anonymity can still be guaranteed in the future.
Finally, the Minister wanted to know how the autonomy of citizens can be ensured
in Big Data processes. This relates to the question of whether a focus on informed
consent is still tenable, what possibilities citizens have for effective control over
their data, what responsibility citizens have to contribute to the quality of data in
databases, and more in general, how maintaining quality of information can be
guaranteed.

Because Big Data processes are relatively new and could be studied from many dif-
ferent perspectives and scientific disciplines, the wrr decided, in preparation of its
advice to the government, to invite several scholars to write a contribution to this
book. These studies and insights gained from them were used by the wrr as back-
ground materials in writing its advice to the government. Because the book serves
as preparatory work for the wrr’s advice to the government, the intention of this
study is to present a wide range of different perspectives on, approaches to, and
applications of Big Data.
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Rather than going to the core of Big Data, it explores the boundaries of Big Data.
What should be called Big Data in a technical sense, and how should it be distin-
guished from other techniques and applications? How are Big Data processes used
in practice, by whom, and to what purposes? What positive and negative effects
may follow from Big Data analytics? What legal principles apply to Big Data tech-
niques, and on which points does the current regulatory framework need an over-
haul? These are but a few of the questions this book undertakes to answer. The fact
that the book explores the boundaries of Big Data is also necessitated by the fact
that it is still largely unclear what Big Data precisely is. It is a notion that is still in
transition, and its nature and potential implications are still evolving.
Consequently, it is still too early to define Big Data with great precision but an
opportune moment to outline what new questions and challenges follow from
this phenomenon.

1 .2 contents of this book

This book is divided into five parts, each part engaging with a different perspective
on Big Data: the technical, empirical, legal, regulatory, and international perspec-
tive. It is important to stress that the chapters contained in this volume were
mostly written in early 2015, when the exact content of the General Data Protec-
tion Regulation was still under discussion, and the Schrems case had not been
delivered by the European Court of Justice. The General Data Protection Regula-
tion will replace the current European data protection framework, the Data Protec-
tion Directive from 1995. Leaving the core principles mostly intact, the Regulation
invests heavily in the compliance and enforcement of those rules, with broader
powers for dpas, wider obligations for data controllers, and higher penalties viola-
tors. The (non-)enforcement of the data protection principles is currently consid-
ered the biggest problem of data protection instruments. Moreover, a Regulation,
as opposed to a Directive, has direct effect at eu level, smoothing out the differen-
ces that currently exist between different eu-countries in their interpretation and
application of the data protection principles in their respective countries.

The Schrems case was about the protection of personal data of European citizens.
The Data Protection Directive holds that personal data may only be transferred to a
third country if that country ensures an adequate level of protection. The Euro-
pean Commission had issued a decision, in which it held that the United States
had an adequate level of protection. In the Schrems case, however, the European
Court of Justice invalidated this decision. Although there are now transatlantic
negotiations going on to design an ameliorated agreement that provides more pro-
tection to European citizens, it is still unsure at the moment of finalizing this
introduction what rules this agreement will contain and whether they will hold
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before the European Court of Justice. Some of the contributions anticipate these
two developments, while others have tried to take a step back and signal general
trends and focus on the underlying principles of the regulatory framework.

Part i of this book centres on the technological perspective on Big Data and con-
tains chapter 2, entitled ‘Sustainable Harvesting of the Big Data Potential’,
by Sander Klous and chapter 3, named ‘Cryptology and Privacy in the Context of
Big Data’, by Seda Gürses and Bart Preneel. Part ii engages with empirical perspec-
tives on Big Data. It contains Gemma Galdon Clavell’s chapter entitled ‘Policing,
Big Data and the Commodification of Security’ and Rosamunde van Brakel’s chap-
ter ‘Pre-emptive Big Data Surveillance and its (Dis)Empowering Consequences:
the Case of Predictive Policing’. Part iii investigates specific legal doctrines,
as opposed to the general regulatory framework (whether legal or not) analysed in
part iv. Chapter 6, entitled ‘Predictive Profiling and its Legal Limits: Effectiveness
Gone Forever?’, is written by Paul De Hert and Hans Lammerant and is the only
chapter in this section. Part iv contains regulatory perspectives on Big Data, asking
how this new phenomenon should be regulated in the future. It contains two
chapters, namely chapter 7 entitled ‘The Individual in the Big Data Era: Moving
towards an Agent-Based Privacy Paradigm’ by Bart van der Sloot and ‘Privacy Pro-
tection in the Era of ‘Big Data’: Regulatory Challenges and Social Assessments’,
chapter 8, written by Colin Bennet and Robin Bayley. Finally, for Part v, the wrr
invited two contributions providing the reader with international and compara-
tive research on Big Data. Because Big Data processes are almost by definition
transnational, the lessons learned in other jurisdictions may have an important
value for the European and Dutch regulator. The contributors to this section are
Joris van Hoboken, ‘From Collection to Use in Privacy Regulation? A Forward-
Looking Comparison of European and us Frameworks for Personal Data Process-
ing’, and Alexander Roßnagel and Philipp Richter, ‘Big Data and Informational
Self-Determination. Regulative Approaches in Germany: the Case of Police and
Intelligence Agencies’.

From the chapter by Sander Klous, we may conclude that Big Data is hard to define.
Klous first provides the standard definition of Big Data, using the three Vs of
Volume, Variety, and Velocity, with Volume referring to the vast amounts of data
that are being generated, Variety referring to the different types of data and data
sources, and Velocity referring to both the increasing rate of data collection and the
increasing demand to get real-time insights and responses. Klous adds one more
technical ‘V’, namely Veracity. Veracity refers to the correctness and accuracy of
information. Most importantly, however, Klous argues, these four Vs only sym-
bolize the technical side of Big Data, while one of the most distinguishing features
of Big Data compared to other data-related subjects is that it is a topic primarily
driven by business, not by technology. Hence, he argues that the most interesting
V is a fifth one, namely Value. Moreover, there are several subtleties that need to be
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addressed to get a better understanding of what Big Data is supposed to mean.
First of all, the word ‘big’ in Big Data can be slightly misleading because these pro-
cesses are often simply about the smart combination of limited amounts of data for
personalization. Second, there are several developments closely related to
Big Data, such as cloud computing and the Internet of Things, that act as enablers.

Sometimes these developments are confused with Big Data: cloud computing,
for example, aims at transforming the it architecture, whereas Big Data aims at
transforming the decision-making process. Third and finally, Big Data plays an
essential role in recent developments that may not immediately spring to mind
when considering Big Data, such as the renewed interest in ‘technological singu-
larity’, i.e. the moment in time when intelligent systems will exceed human intel-
lectual capacity, or the block chain, the mechanism behind bitcoins, allowing trust-
ed transactions without a third party.

Seda Gürses and Bart Preneel signal a number of challenges that Big Data poses to
cryptology and privacy. First, services are organized to do computations on the
server side, meaning that all data generated in using the services flows to the
service providers. This could lead to an erosion of confidentiality. Furthermore,
providers often require user authentication as a prerequisite to service use, and
user tracking is central to their business models. In addition, the number of enti-
ties with access to user data is increasing while transparency is decreasing,
and service providers increasingly limit users’ ability to view or control what
services are actually doing on their devices or their servers. Because data analytics
is still a nascent field, finally, its application to daily matters in order to optimize
organizational interests amplifies concerns about discrimination, unfair treatment,
social sorting, and human experimentation. In relation to these challenges, they
suggest that cryptographic techniques can be helpful in protecting data from unin-
tended use and unauthorized access, that they can help to increase the accountabil-
ity of cloud services and data analytics algorithms, and that applying privacy
enhancing technologies is minimum but not sufficient requirement for protecting
privacy.

Gemma Galdon Clavell signals several fundamental trends, the most important
one being the hybridization of domains by blurring the lines between defence pol-
icy, crime prevention, and intelligence, especially in urban environments.
Equally important is the move towards prevention, in which the idea of anticipa-
tory action is embraced. While focusing on maintaining order, looking after the
physical environment, and caring about some people’s ‘quality of life’ spells care
and proximity and can be seen as an attempt to build more democratic and repre-
sentative police forces, this same rhetoric is underpinning harsh ‘zero-tolerance’
and ‘three-strikes’ sentencing approaches. Then there is informationalization:
the trend to focus more and more on gathering and processing data. Similarly,
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reference can be made to the increased interconnectivity between offline and
online sources, ensuring that sources can be combined to enhance investigation
results. For instance, fingerprints obtained at a crime scene may lead to an official
name and date of birth; this name can be linked to numerous additional records,
such as credit card utilization, telecommunications, travelling routines, or online
social network activities. As a final example of an important trend currently taking
place, reference can be made to privatization. According to Galdon Clavell, the
global recession intensified pressures on budgets, increasing the need for security
agencies to ‘do more with less’. The shift to private-supported security often
comes with the development of new consumption trends and social phenomena:
new residential and shopping areas, or entertainment complexes, for example,
which provide the illusion of being public spaces while being subject to private
regulations and private security.

Rosamunde van Brakel has studied the use of Big Data in relation to predictive
policing. She signals both potentially disempowering and empowering effects that
the use of Big Data may have on citizens. With regard to the disempowering
effects, she suggests that it is possible that in the future, it will no longer be a
human who makes the assessments and decisions, but a computer, or rather the
technology, which has serious consequences for questions of accountability.

Moreover, these types of algorithms and computer programs are often not trans-
parent, which may have a disempowering effect on the position of citizens.
The use of algorithms may also lead to algorithmic discrimination if the algorithms
or the data on which they are based are biased. Furthermore, there is also the dan-
ger of both false positives and false negatives, which may lead to stigmatization
and may have serious consequences for citizens’ well-being and life chances.

The cumulative surveillance effect signals that predictive policing and Big Data
may have a cumulative disadvantage effect, and groups such as Amish, Roma, and
Luddites may be socially excluded. Van Brakel concludes by suggesting that
Big Data may also have an empowering effect on citizens, but that Big Data is rarely
applied in such a way at present. Still, Big Data could potentially be used to give
more and more detailed information to citizens, about crime rates, for example,
so they are in a better position to protect themselves against crime, or to use profil-
ing to provide more protection to the weak.

Paul De Hert and Hans Lammerant investigate the use of profiling in relation to
Big Data. They have analysed the standard literature on Knowledge Discovery in
Databases, pattern discovery, group profiling, and predictive profiling. They argue
that three groups of people may be affected by the use of profiling: the people
whose data are used to create the profile, the people to whom the profiles refer,
and the people who are subjected to decision-making based on the profile.

1 6 e x p l o r i n g  t h e  b o u n d a r i e s  o f  b i g  d a t a



They also see three risks following from the use of profiling. Firstly, there is a
heightened risk of more intrusive privacy interferences due to heightened surveil-
lance. Secondly, there is the risk associated with social sorting  or sorting people
into categories assigning worth or risk  and stereotyping. Thirdly, there are the
risks related to opaque decision-making, which plays at two distinct levels: the
application of a profile and the decision based on its results. They suggest that
there are three general guarantees against the dangers of profiling that can be distil-
led from the current legal framework. A first safeguard can be found in the legality
principle, which substantiates the idea of the rule of law and the need to limit state
powers by linking them to competences and purposes. A second safeguard is the
proportionality principle, which provides that decisions may not negatively affect
people disproportionally in relation to the purpose of the decision and that super-
visory and investigative competences may only be used if needed. A third category
of safeguards concerns procedural safeguards given to the individual involved in
state procedures, obliging the administration to establish and review all the rele-
vant factual and legal elements of a case with due care. The authors conclude, how-
ever, that, although these are valuable safeguards, the legal regime needs an over-
haul to adequately protect citizens’ interests in the age of Big Data.

Bart van der Sloot suggests that privacy and data protection regulation did origi-
nally not focus on individual rights and individual interests, or only to a limited
extent. The current regime, however, almost exclusively focuses on individuals,
their rights, and their interests. He argues that this focus is untenable in the age of
Big Data because Big Data processes do not specifically concern individuals but
rather large groups of unidentified subjects. The individual interest in these types
of processes is often difficult to demonstrate, and they rather they affect group or
societal interests.

Likewise, it is increasingly difficult for individuals to invoke their subjective rights
because they are often unaware of their personal data being gathered: data process-
ing is so widespread in the Big Data era that it will be undoable for an individual to
keep track of every data processing activity that includes (or might include) his or
her data, to assess whether the data controller abides by the legal standards appli-
cable, and if not, to file a legal complaint. And if an individual does go to court to
defend his or her rights, he or she has to demonstrate a personal interest, i.e., per-
sonal harm, which is a particularly problematic notion in Big Data processes: what
concrete harm, for example, has the nsa data gathering done to an ordinary Amer-
ican or European citizen? This also shows the fundamental tension between the
traditional legal and philosophical discourse and the new technological reality;
whereas the traditional discourse focuses on individual rights and individual inter-
ests, data processing often affects a structural and societal interest and, in many
ways, transcends the individual. This is why Van der Sloot suggests
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complementing the current regulatory framework, focusing on legal principles,
black letter law, and individual rights, with a model that focuses on the agent of the
privacy violations, either a state, a company, or an individual.

The core of the framework’s attention, then, should not be on the potential harm a
particular act may do to a specific individual, but the on the question whether
power is used in a good and adequate manner. That means that there must be not
only safeguards against abuse of power, but also positive obligations to use power
for the good of all.

Colin Bennett and Robin Bayley also signal that many of the current Big Data prac-
tices affect not only individuals, but also a set of more general interests. They dis-
cuss three types of assessments that may help to ameliorate the current privacy
paradigm. First, there are the Privacy Impact Assessments (pias) that are proposed
in the upcoming General Data Protection Regulation. pias can be used to assess
the impact a certain project or technique might have on the privacy of individuals
before such a programme or technique is applied in practice. Furthermore, the
concept of ‘Surveillance Impact Assessments’ (sias) has been introduced to
respond to the critique that pias are too narrowly focused on individual privacy.
A fairly broad definition of surveillance is adopted to include the systematic cap-
ture of personal data beyond that collected through visual means. Four nested con-
centric circles have been proposed to make up an sia: in the innermost circle is the
conventional pia, focusing on individual privacy. The second layer adds other
impacts on an individual’s relationships, positions, and freedoms, with the
third layer adding the impact on groups and categories. The fourth and outermost
ring of the circle adds the broader impacts on society and the political system.
The model is intended to be cumulative. Finally, Bennett and Bayley analyse Ethi-
cal Impact Assessments (eias). Unlike pias and sias, these assessments are
explicitly motivated by the question how Big Data processes should be analysed
ethically. Four integrated steps have been conceived: a Unified Ethical Frame, an
Interrogation Framework, an Enforcement Discussion, and Industry Interrogation
Models, with only drafts of the first two steps being currently available for com-
ment. The idea is that the implementation of such eias will begin with an analysis
of the larger ethical considerations and progressively drill down to more practical
guidance for industry.

Joris van Hoboken has compared eu and us regulation, paying specific attention to
the question whether the current focus on regulating the collection of personal
data is still tenable in the Big Data era or whether it should be replaced by a focus
on the use of data. He signals that the classic self-determination rationale for infor-
mation privacy regulation entails that the collection of personal data enables the
exercise of power and may have chilling effects on individual freedom and

1 8 e x p l o r i n g  t h e  b o u n d a r i e s  o f  b i g  d a t a



behaviour, effects that should be assessed not only in terms of their impact on spe-
cific individuals, but also in view of the values of pluralism and democratic self-
governance.

According to Van Hoboken, this rationale is widely accepted in European data pri-
vacy jurisprudence and affirmed in fundamental rights case law. The data protec-
tion principles as engrained in the Data Protection Directive are connected to this
rationale and place many restrictions on the gathering of personal data, the most
important one being the data minimization principle, which entails that data may
only be gathered, stored, and used for data processing activities if this is necessary
for achieving the goal of the data processing activity. In the us, the focus lies on the
notion of notice and choice, which limits the gathering and use of data to the goal
originally communicated to the individuals consenting to the collection of their
data. American law also provides a number of rules regarding the use of data,
which Europe mostly lacks. These differences notwithstanding, the article con-
cludes that there are significant hurdles to overcome to refocus data privacy law
towards use-based regulation on both sides of the Atlantic. In Europe, the existing
fundamental rights framework is one of these hurdles as well as the omnibus
approach to data privacy regulation.

In the us, the ideological attachment to notice and choice, a weak form of consent,
as well as the third party doctrine, stand in the way of the radical reorientation
use-based regulation advocates are proposing. In addition, existing experiences
with use-based regulation in the us context can hardly be described as a resound-
ing success.

Alexander Roßnagel and Philipp Richter, finally, have examined the German
notion of ‘Informational Self-Determination’. The right to Informational Self-
Determination was concretized by the German Federal Constitutional Court in
1983 from the basic liberties in Art. 2 i and 1 i gg as adequate protection against the
risks of modern data processing. According to this right, data subjects themselves
may generally decide about the extent of disclosure and processing of their per-
sonal information. Along with Freedom of Information and Secrecy of Telecom-
munications, Informational Self-determination is the central basic right of the
information society. Informational Self-Determination covers the protection of
the individual as well as the objective protection of a democratic society.

On the one hand, it enables freedom of decisions, including the possibility to
actually act upon these decisions, while, on the other, it makes possible the self-
determined development of the individual. Informational Self-Determination is
not only an individual right of the data subject, however. It is also the foundation
of a free and democratic society. Roßnagel and Richter argue that the classic princi-
ples as entailed in the Data Protection Directive, among other things, follow from

i n t r o d u c t i o n :  e x p l o r i n g  t h e  b o u n d a r i e s  o f  b i g  d a t a 1 9



the principle of Informational Self-Determination, such the required legitimate
ground for processing, purpose limitation, data minimization, transparency,
rules regarding profiling, etc.

They signal that each of these principles are put under pressure by Big Data and
mass surveillance developments. They specify three risks to this basic right,
namely individualized surveillance, pattern recognition, and behaviour prediction.
With regard to the first, they argue that the new basic rights challenge is that recent
principles for the protection of Informational Self-Determination and Secrecy of
Telecommunications, such as purpose binding, necessity, and data reduction lose
their effect. With regard to the second, they observe that Informational Self-
Determination in its recent shape will not suffice as protection against this norma-
tive effect of Big Data. Recognition of suspect behaviour patterns can be conducted
using anonymous data, to which data protection law does not apply. With regard
to the third, they argue that if police and intelligence agencies used Big Data Ana-
lytics to predict future individual behaviour, this would raise fundamental rule of
law issues, as when investigation is initiated, for example, prior to reasonable sus-
picion, which would aggravate the focus on preventive security. This may put fun-
damental principles such as individual guilt, the presumption of innocence, and
reasonable suspicion under threat.

1 .3 conclusions of this book

As we have observed above, this book serves as preparatory work for the
Netherlands Scientific Council for Government Policy’s advice to the Dutch
government, which has asked the Council to address four specific questions
regarding Big Data, security, and privacy. This book should provide the Council
with the building blocks for its advice and for developing a regulatory approach to
Big Data.

Four general points
First of all, the reality of Big Data is constantly evolving, which makes it difficult to
define, to delineate, and to approach it from a regulatory point of view. In addition,
Big Data is a node, and many different aspects play an important role in studying
this phenomenon: not only technical, but also organizational, societal, and legal
aspects come into play. From a technological point of view, as pointed out by
Klous, technological developments and new applications are intertwined and
sometimes confused with Big Data, such as the Internet of Things, cloud comput-
ing, profiling, the use of algorithms, machine learning, etc. From a societal perspec-
tive, as Galdon Clavell has observed, developments such as securitization,
commodification, informationalization, privatization, and an increased focus on
prevention are taking place. The legal chapters show that many scholars and regu-
lators are aware of the new threats to the underlying foundations of the current
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legal regime and the need for new regulations, such as those provided by the Gen-
eral Data Protection Regulation of the European Union. Consequently, Big Data is
not an isolated phenomenon, but in a sense is the umbrella term for all these differ-
ent developments that are taking place at different levels.

Second, to the question what Big Data really is, no exact answer has been found.
Rather, this book has explored the boundaries of this new phenomenon; it has
mapped the outskirts of a new-found island, but its inland areas have remained
largely unexplored. What has become clear is that it is difficult, perhaps even
impossible, to point to one or a few criteria that are the intrinsic elements of this
phenomenon. As Klous has pointed out, the relevance of each of the three classic
Vs can be disputed, and he suggests that two other Vs should be added. Other
authors embrace a host of definitions, thus showing that it is still too early to map
out the new territory with any accuracy. Still, all authors feel that it is important to
address this new trend, as all believe that it will bring fundamental changes to their
field of expertise.

Third, the government is rightly interested in Big Data, for two reasons: Big Data’s
potentially positive effects, but also its potentially negative effects. The positive
effects are pointed out by Klous, who has hinted at Big Data’s economic potential
and its use in the private sector. De Hert and Lammerant and Van Brakel also refer
to the use of Big Data techniques for predictive profiling purposes by the police.
This might not only have a beneficial effect on the distribution of resources and the
effectiveness of policing activities, but Big Data may also have an empowering
effect on citizens, as Van Brakel suggests. Many authors, however, also emphasize
the potentially negative effects of Big Data. Roßnagel and Richter point out that
almost every classic data protection principle is put under pressure in Big Data
processes. The same has been observed with regard to the Fair Information Practi-
ces (fips) by Bennett and Bayley and with respect to the fundamental right to pri-
vacy by Van der Sloot. De Hert and Lammerant and Van Brakel also signal potential
problems regarding discrimination and stigmatization, especially when Big Data is
used in relation to predictive policing and group profiling. Authors have also poin-
ted to the Kronos effect, the Matthew effect, and other potentially negative effects.
In conclusion, Big Data might have added value when used correctly and appropri-
ately, but it might also have negative effects when applied inadequately. New poli-
cies and regulations, therefore, may help to guide the use of Big Data in the right
direction.

Fourth, most authors signal a duality with respect to the current regulatory frame-
work in the age of Big Data. On the one hand, they feel that the core principles of
privacy law, data protection legislation, discrimination law, and the human rights
framework are valuable and should be maintained in the Big Data era. On the
other, these principles are often fundamentally at odds with the core of Big Data
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processes. It is suggested, consequently, that the current principles and frame-
works should not only be maintained, but that new laws and regulations should
also be introduced to tackle the new challenges posed by Big Data, in order to pro-
tect the fundamental values of the democratic rule of law.

Building blocks for answering the four questions of the government
The first main question from the Minister to the Netherlands Scientific Council for
Government Policy was whether a stronger distinction should be made between
access to and use of information in Big Data processes. Joris van Hoboken has ana-
lysed the current regulatory framework in both the eu and the us and their under-
lying foundations. It appears that both eu and us law entail principles that limit
the collection and storage of personal data and contain rules on the use of personal
data for specific purposes, even though the eu is more prone to regulating the col-
lection of data and the us has several additional rules limiting the use of personal
data compared to the eu. Van Hoboken sees the limitations on the gathering of
personal data as intrinsically intertwined with the underlying fundamentals of
data protection principles, with the notion of informational self-determination in
the eu and with the idea of notion and choice, linked to the value of individual
autonomy, in the us. It would appear to be unrealistic, therefore, to abandon regu-
lating the gathering of personal data; rather, European law could supplement the
current rules on gathering personal data with more and stricter rules on the use of
personal data, inspiration for which might be found across the ocean.

The second key question concerned the use of Big Data processes and of techni-
ques such as profiling and data mining. In particular, the Minister wished to ascer-
tain how these techniques can be used in a transparent manner and how adequate
checks and balances can be formulated to allow these techniques to be used safely
and carefully. The studies by De Hert and Lammerant and Van Brakel show that
this will be one of the key challenges for the next decade. Profiling has been used
for a long time but will gain new momentum with the rise of Big Data. Not only
the risks of discrimination and stigmatization are pointed out, but also potentially
Kafkaesque or ‘computer-says-no’ situations. The fear is that computer programs
and algorithms will increasingly lead their own lives and replace human-led
decision-making processes. Both contributions suggest that transparency is key
here, but that legal obligations curtailing the use of profiling should also be devel-
oped. Although such principles are currently already in place in anti-discrimina-
tion law, data protection law, human rights law, administrative law, and penal law,
De Hert and Lammerant suggest that, in order to properly protect citizens’ inter-
ests in the Big Data era, they need an overhaul.

Thirdly, the Minister referred to the emergence of quantum computing and asked
whether encryption and anonymity can still be guaranteed in the future. Especially
Gürses and Preneel have dealt with this point. They suggest that, for the past
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two decades, researchers have been working on novel cryptographic algorithms
that would resist quantum computers. The focus has been on public-key algo-
rithms, but it cannot be excluded that novel quantum algorithms will be discov-
ered that reduce the strength of symmetric cryptographic algorithms beyond the
quantum square root attacks known today. For public-key cryptography (both
encryption and digital signatures), approaches are being studied that are typically
faster than the current schemes, but most of them have much larger keys. For some
of them, evaluating the concrete security level is challenging, and it cannot be
excluded that novel quantum algorithms will be discovered that may weaken their
security. It can be expected that it will take three to five years before these schemes
will start appearing in cryptographic standards, and that it will take another two to
four years before efficient implementations are widely available. This is a concern
for encryption schemes because even in 2016 there is information that should be
protected for ten years; this would mean that those schemes should be used today.
This is less of an issue for digital signatures, and one could re-sign all documents
every three to five years with improved algorithms with larger keys.

Finally, the Minister wanted to know how the autonomy of citizens can be ensured
in Big Data processes. This relates to the question whether a focus on informed
consent is still tenable, what possibilities citizens have for effective control over
their data, what responsibility citizens have to contribute to the quality of the data
in databases, and, more in general, how maintaining quality of information can be
guaranteed. Both Van der Sloot and Bennett and Bayley have suggested that the
current regulatory framework primarily focuses on individuals, their rights,
and their interests. The protection of the individual, they feel, is important and
should be maintained. Still, it should not be the sole approach in the Big Data era.

First, individuals are often incapable of protecting their own interests through
individual rights because they are often unaware of their personal data being gath-
ered and because it will be impossible for them to keep track of every data process-
ing which includes (or might include) their data, to assess whether the data con-
troller abides by the legal standards applicable, and if not, to file a legal complaint.
Consequently, individual rights should be supplemented with more general forms
of legal protection, such as more and stricter obligations and duties of care for con-
trollers.

Second, the interests involved in Big Data processes often transcend individuals
and their interests and affect group and societal interests. Both Van der Sloot and
Bennett and Bayley have suggested to focus not only on legal rules but also on eth-
ical evaluations and, hence, to consider using Ethical Impact Assessments in addi-
tion to Privacy Impact Assessments.
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PART I

technological perspectives on big data





2 sustainable harvesting of the big data
potential

Sander Klous

Big Data is not only hip. It’s also happening. We can see radical changes all around
us: new business models based on information are emerging in sectors (Libert et al.
2014) such as the travel industry, the music industry and retail sales. These new
models are fuelled by a number of technological innovations and strong customer
demand. This article examines both of these aspects of the Big Data revolution,
elaborating on the technology and showing how Big Data is driven by our desire
for more safety, comfort, health or value in other areas.

2.1 the inevitable rise of big data

New technology is now part of our lives in a way that we couldn’t have dreamed of
20 years ago. Technology related to data, data processing, information and com-
munication improves our society in many ways. A new information society is
emerging: a world in which everything is measurable and in which people, and
almost every device you can think of, is connected 24/7 through the internet
(Mayer-Schönberger and Cukier 2013). This network of connections and sensors
provides a phenomenal amount of data and offers fascinating new possibilities
which, together, are often called Big Data.

For companies and public organizations, Big Data goes beyond launching new
products or services: it’s about how to be relevant in a totally different world.
In macroeconomic terms, there is reason for great optimism. We are in the middle
of a classic economic phenomenon: Schumpeter’s ‘creative destruction’ (Schum-
peter 1934), meaning that we can only achieve innovation once old models have
broken down. This is what is happening in almost all sectors. The music industry
was one of the first to be disrupted by iTunes and more recently by Spotify.
In recent years we’ve seen other industries follow suit. Booking.com and AirBnB
brought radical changes to the travel industry. Uber is similarly acting as a catalyst
for change in the taxi industry. All of these examples show that new companies
bring change to markets by adopting new approaches to data (Klous and Wielaard
2014). Take Uber for instance. In essence, this company is not in the taxi business.
It’s in the business of selling customer data to a network of taxi drivers and vice
versa, optimizing the taxi network by introducing greater data intelligence. The
customer is in fact the product. Accurate predictions about the future in times of
large transformations are difficult, but it is our firm belief that every industry is
partly based on information and will sooner or later be impacted in comparable
ways. Big Data is a catalyst for this trend.
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The term Big Data has grown very popular in recent years. It is often described in
terms of the 5 V’s: Volume, Variety, Velocity, Veracity (nist calls this Variability)
and Value (Big Data Public Working Group 2015).

Volume refers to the vast amount of data being generated. Oceans of data are grow-
ing rapidly now that the ‘Internet of things’ is tying together billions of devices
– tvs, refrigerators, security devices, thermostats, smoke detectors – all of which
produce and share data. Many data sets have simply become too large to store, pro-
cess and analyse with traditional database technology. New paradigms such as
MapReduce, Nosql databases, stream and in-memory processing have been intro-
duced to perform optimally on distributed systems (discussed in more detail in
section 2.2). These horizontally scalable solutions are able to process more data by
adding more commodity components. Economically, this is a much better solu-
tion than super computer-type (i.e. shared memory) solutions. But even with
these developments, Moore’s law (Moore 1965) tells us that while cpu capacity is
doubling every 18 months, storage capacity is doubling only every 14 months. As a
result, data is becoming exponentially incomputable (De Laat 2014). The only
options to meet this challenge are to become smarter about what data to analyse,
or to create smarter algorithms.

Variety refers to the different types of data. Big Data is addressing challenges
beyond data analysis with clear structures, such as financial figures. All of our chat-
ter on social media, streaming music and videos, our emails and so on have no clear
pre-determined structure (often inaccurately referred to as unstructured data).
Big Data tools, implementing the aforementioned paradigms, are largely agnostic
on specific structures (Dean and Ghemawat 2004), allowing collection and
analysis of different types of data such as messages, social media conversations,
photos, sensor data, video or voice recordings, etc. Combining insights from these
types of data with classical data analysis can result in a more profound understand-
ing of the behaviour of (groups of ) people, systems, diseases, processes, etc.

Velocity refers to both the increasing rate of data collection and the increasing
demand for real-time insights and responses. These systems come with their own
challenges. On the collection side, decisions are made on the spot about what data
is kept and what data is thrown away. Wrong selections are irreversible. Systemic
errors are harder to detect when only a biased sample of the data is available for fur-
ther analysis (Klein and Lehner 2009). On the decision side, several examples exist
where data analysis was taken out of context, or was simply wrong, and subse-
quent real-time decisions resulted in serious instabilities in an ecosystem. The
most famous example is probably the 6 May 2010 flash crash on Wall Street
(Easley et al. 2011) when the Dow Jones index lost 10 percent of its value within
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minutes, only to recover most of its value shortly thereafter. The crash was attrib-
uted to faulty automatic trading algorithms, making real-time decisions without
human intervention.

Veracity refers to the correctness and accuracy of information. In the era of
Big Data, perceptions here are changing. In the past decade, master data manage-
ment, data quality and data governance were at the heart of most large organiza-
tions’ endeavours to get insight into their data (Loshin 2010). Although the quality
of data remains an important issue, the pervasiveness of data makes it impossible
to manage and control the quality of all sources. This is often already true within
larger organizations, but becomes especially relevant when the data of other organ-
izations is included in an analysis. Still, we need to know how reliable datasets are.
This can often be achieved by processing an increasing amount of data, following
the mantra ‘quantity over quality’ (Halevy et al. 2009), either by increasing the
sample size to reduce statistical errors or by adding independent sources to reduce
systemic errors. Although this may sound like a straight-forward solution,
advanced statistics and modelling techniques are often required to properly esti-
mate the impact of combining datasets (Hair et al. 2006). Adding datasets also
increases complexity; there are limits on the number of sources one can integrate
and understand.

The first four V’s focus on the technical elements of Big Data. One of the distin-
guishing features of Big Data is that it is primarily driven by business (Zikopoulos
and Eaton 2011), not by technology. Arguably the most interesting ‘V’ is the Value it
can bring.

Big Data offers opportunities to all sectors and industries to be organized differ-
ently, to offer new products and services and to do things that were until recently
impossible. Many people associate the term Big Data with companies that want to
sell to customers ever more things by learning everything there is to know about
them (Davis 2012). But this is just one side of the coin. There is also societal value
in Big Data. We can use it to save human lives by optimizing care pathways
(Groves et al. 2013). We can improve maintenance and plan more cost-effectively,
for instance by analysing data collected with sensors on bridges and off shore
installations (Feblowitz 2013). We can increase agricultural yields based on infor-
mation obtained from scanning farm land (Kaloxylos et al.), e.g. with satellites or
drones. Or we can reduce traffic congestion through intelligent analysis of the
movements of smartphones (Amin et al. 2008). All of these examples have already
been implemented and are continuously being developed.

As Big Data-based solutions touch the lives of almost everyone, society has
become much more involved in discussing them. Although not all applications of
Big Data are privacy sensitive, the general public tends to be highly sensitive and
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critical of how organizations using Big Data benefit our well-being, or even society
as a whole. The public demands more from companies than mere compliance with
the law (Weij 2013). Companies perceived to have bad intentions – even if their
actions remain within the law – risk their brand value and reputation (Jue 2014).
Numerous examples, e.g. (kro / ncrv 2015) or (Hennis-Plasschaert 2011), show
that customers, patients and citizens are reluctant to allow additional analysis of
their data without enjoying the immediate benefits themselves (either monetary
or otherwise), or in some cases experiencing the benefits to society as a whole.
Every Big Data strategy should thus begin by defining the value to customers or
citizens. Doing so significantly reduces the risks of being perceived as invading pri-
vacy and damaging brand reputation.

Reflecting on the 5V’s definition of Big Data
Although the 5 V’s are the most common definition of Big Data, several alterna-
tives exist. One is from the McKinsey Global Institute in their 2011 market research
on Big Data (Chui et al. 2011):

“Big Data refers to datasets whose size is beyond the ability of typical database software
tools to capture, store, manage and analyze. This definition is intentionally subjective and
incorporates a moving definition on how big a dataset needs to be in order to be consid-
ered Big Data – i.e., we don’t define Big Data in terms of being larger than a certain number
of terabytes. We assume that, as technology advances over time, the size of datasets that
qualify as Big Data will also increase.”

With the claim that capabilities are required beyond typically available tools, this
definition classifies Big Data as a science rather than engineering. This is in line
with how most Big Data practitioners see themselves: as ‘data scientists’, which
according to Thomas Davenport in the Harvard Business Review, is the sexiest job
of the 21st century (Davenport and Patil 2012).

Alongside the different definitions, several subtleties must be addressed to get a
better understanding of what we mean by Big Data.

First of all, the word ‘big’ in Big Data can be misleading. Many new applications
associated with Big Data are not about editing or interpreting enormous amounts
of data – the so-called ‘big, messy data’ – but about the smart combination of limit-
ed amounts of data for personalization. Take for example the ‘quantified self’,
a movement to incorporate technology into data acquisition on aspects of a per-
son’s daily life (Wolf 2010). Although this movement is often associated with Big
Data, only a very limited amount of (mainly) structured data is collected by each
individual (Gurrin et al. 2014). The applications associated with ‘the quantified
self’ do not need huge amounts of data, but base their advice on smart algorithms
that understand, combine and interpret data from different sources. It appears as if
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the social implications of ‘the quantified self’ movement and the association with
data are enough to make it qualify as Big Data, even though it does not fit within
the 5 V’s definition.

Secondly, there are developments closely related to Big Data that act as enablers,
such as cloud computing and the Internet of Things (iot). Sometimes these devel-
opments are confused with Big Data, e.g. cloud computing aims to transform the
it architecture (Abadi 2009) whereas Big Data aims to transform the decision-
making process. The gain of cloud computing is typically described at the level of
technology: of bringing formidable computing and storage resources under con-
centrated management, which can subsequently be provided at an infrastructure,
platform or software level as a fine-grained service to clients. The iot paradigm
describes the enormous increase of network-connected sensors in our society,
embedded in all kinds of products, devices and machines to make them ‘smart’.
One trillion sensors are expected to exist by 2030 and the data they collect will be a
dominant part of Big Data (Chen et al. 2014).

Thirdly, Big Data plays an essential role in recent developments that may not
immediately be associated with Big Data. Consider the renewed interest in the
‘technological singularity’ (i.e. the moment when intelligent systems will exceed
human intellectual capacity) or the block chain, the mechanism behind bitcoin
allowing trusted transactions without a third party. We will elaborate on these
developments in section 2.2.

Conclusion
The 5 V’s and other definitions notwithstanding, in this article we use Big Data as
an umbrella term, one that covers all the new opportunities, possibilities, threats
and techniques associated with being able to deal with data in a different way.
In other words, Big Data is about the positive and negative sides of the ‘datafica-
tion’ of society, including social elements such as privacy and transparency (Boyd
and Crawford 2012). It ranges from the commercial precision-bombing of custom-
ers and extensive monitoring of personal behaviour by intelligence agencies to
resolving traffic congestion, stopping epidemics and even connecting refrigerators
or thermostats to the internet.

Several indications lead us to believe that the growth of the Big Data phenomenon
is inevitable. Technological developments tend to arouse higher expectations
(Bostrom 2006) and as many of us become addicted to the convenience, comfort
and ease of use of new services (Karaiskos et al. 2015), competition will drive fur-
ther advances in Big Data technology and applications. These technological devel-
opments are the subject of section 2.2.
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2.2 technological progress towards the singularity

The increasing popularity of the internet and internet-related products and
services is one of the main drivers behind the rise of Big Data. It challenges storage
systems, programming models, and data management alike (Chen et al. 2014).
Below we elaborate on developments that underpin the emergence of Big Data.

Storage systems
Traditional data management and analysis are based on relational database man-
agement systems. These systems typically require data to be entered in a struc-
tured way, i.e. filling columns with specific information (Gray and Reuter 1993).
The architecture of a relational database management system is not well suited for
distribution over multiple machines, necessitating increasingly expensive hard-
ware to handle growing volumes of data or to allow increasingly complex analysis
(DeWitt and Gray 1992).

Relational database management systems typically use direct attached storage or
network attached storage systems. These systems store data in a single location,
meaning updated data can be both consistent (there is only a single instance of the
data at any given time) and available (updates can be immediately accessed).
Consistency and availability are crucial for the proper operation of a relational
database management system, as they allow transactions in real-time (Haerder and
Reuter 1983).

Because they are not partitioned (data is only stored in a single location), direct
attached storage and network attached storage do not easily scale. On the other
hand, a Storage Area Network is a dedicated local area network specifically meant
to redundantly store large amounts of data (Barker and Massiglia 2002). These dis-
tributed systems are partitioned and as a result cannot simultaneously meet the
requirements of consistency and availability as shown by Gilbert and Lynch
(2002). Intuitively this can be explained as follows: an update of data in a distrib-
uted system takes time to propagate. Although data can be available immediately,
it may be inaccurate in case of an update. Or data can be consistent, but will only be
available when the update is propagated everywhere.

Big Data storage systems aim to deploy storage area networks on commodity hard-
ware to cost-effectively store and manage large datasets. The system’s complexity
is reduced as much as possible to reliably make data available for analysis. This is
achieved by adopting a ‘share nothing’ system architecture, proposed as early as
the 1980s to cope with increasing data volumes (DeWitt and Gray 1992). In this
architecture each node in a cluster has its own processor, storage and disk,
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requiring as little coordination between the nodes as possible to simplify the par-
allelization of tasks. Well-known examples include the Google File System (Ghe-
mawat et al. 2003) and the Hadoop Distributed File System (Shvachko et al. 2010).

Parallel database systems based on a ‘share nothing’ system architecture can be
divided into three classes: key-value databases, column-oriented databases, and
document databases (Chen et al. 2014). Key-value databases such as Redis or
Dynamo use a simple key-value pair data model, are typically highly expandable,
and have a shorter query response time than classical database systems. Column-
oriented databases such as hbase and Cassandra segment both columns and rows
over multiple nodes for scalability and usually support transaction processing.
Document databases such as Mongodb and Couchdb typically store their data in a
standardized and flexible object format like binary json (bson) to support more
complex data forms.

Programming models
Programmers over the past decades have become familiar with the advanced quer-
ies of sql (structured query language) to extract results from a database.
As explained above, distributed storage systems do not simultaneously guarantee
consistency and availability, posing challenges for sql and relational database
management systems. Furthermore, traditional parallel programming models,
such as Message Passing Interface (mpi), do not work well with network latency
(Xu and Hwang 1996). Alternative processing frameworks have thus been devel-
oped and deployed for Big Data. These alternatives and the storage systems under-
lying them, as described in the previous paragraphs, are collectively named Nosql,
as opposed to sql-compliant database systems (Yi et al. 2010).

The best known alternative programming model for Big Data is MapReduce
(Dean and Ghemawat 2004). In MapReduce, there are only two functions,
Map and Reduce, which are programmed by users. The Map function processes
input key-value pairs and generates intermediate key-value pairs to gather all the
intermediate values related to the same key; the Reduce function compresses the
value set into a smaller set. Hadoop (Apache 2005) contains an open source imple-
mentation of the MapReduce data processing framework and is the most popular
Big Data programming model available. Several higher level languages are available
to improve programming efficiency, either by making it look more like sql as Hive
does (Thusoo et al. 2009), or by hiding the complications of MapReduce as Pig
Latin does (Olston et al. 2008). Besides the complexity of building MapReduce
algorithms, another disadvantage of MapReduce is its primary focus on batch pro-
cessing, which significantly limits its suitability for real-time analytics.
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Real-time analytics aims to query and find patterns in massive data streams, and
requires a fundamentally different data handling and analysis approach than batch
computations (Garofalakis et al. 2002). Resources are limited (in time and
capacity) and algorithms run single-pass, i.e. they take an input, calculate a result
and make an irreversible decision. Modern stream processing architectures are
made scalable by task parallelism with distributed Directed Acyclic Graphs known
as topologies, such as with storm (Toshniwal et al. 2014), or by data parallelism
with a micro-batch scheduler and discretized streams, as with Spark (Zaharia et al.
2012). Processing usually takes place in-memory to avoid the latency of writing and
reading to a storage device. Note that in-memory processing is more widely appli-
cable than just for stream processing. Spark for example was originally designed for
iterative data processing and interactive analysis (Zaharia et al. 2010) while
sap hana (Färber et al. 2012), a commercial in-memory solution in the sap eco-
system, aims to bridge the gap of running Big Data analytical workloads on a rela-
tional database management system.

Data analytics
In many ways, Big Data analytics is similar to traditional data analysis, as it is based
on applying proper statistical methods to extract features or insights from data.
Technological advances and the ubiquity of data, however, have given rise to sev-
eral new or improved techniques of analysis. We begin with some of the tradi-
tional data analysis methods (Snijders 2011) applied to Big Data before addressing
some of the newer, more advanced methods.

Cluster analysis, i.e. differentiating and classifying objects based on particular fea-
tures. Identification of correlations, i.e. changes in variables are related to each
other, either through strict or undetermined dependence relationships. Regression
analysis, a mathematical method to determine correlations. A/B testing, hypothe-
sis testing by applying different conditions to different groups and comparing
results. Monte Carlo simulation, analysing behaviour of a system by random sam-
pling of predefined probability distributions. Some traditional methods, like
Graph processing, become more powerful through new programming models.
Graphs are structures that model relationships among objects; consisting of nodes
and edges, they are typically hard to analyze when they become too large.
However, extensions of MapReduce enable analysis of large graphs (Lin and
Schatz 2010) to for example determine the shortest path between two nodes or to
identify communities in social networks.

More advanced technologies for data mining often include machine learning algo-
rithms such as random forest (Breiman 2001) or support vector machines (Cortes
and Vapnik 1995). They allow computers to be trained, rather than programmed,
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either supervised or unsupervised. In case of supervised learning, example inputs
are provided together with the desired output, whereas with unsupervised
learning, algorithms are expected to identify hidden or unknown patterns in data.

A variation on the theme of machine learning is cognitive computing, made
famous by ibm when Watson – a supercomputer capable of answering questions
posed in natural language – won Jeopardy and subsequently received a medical
degree and became a chef (Ferrucci 2012). Although Watson only employs rule-
based artificial intelligence (combined with superior information retrieval systems
and natural language processing), it shows that the cognitive capabilities of com-
puters can already exceed those of human beings, at least in some respects. Argua-
bly the most advanced form of Big Data analytics is deep learning (Hinton et al.
2006), a revival of what used to be called neural networks. One of the main bene-
fits of deep learning is the capacity for unsupervised or semi-supervised learning,
allowing automated feature extraction with no or minimal human intervention,
which is essential when datasets grow exponentially. Two companies, Vicarious
and Numenta (Kurzweil 2012), are making significant progress in replicating the
neocortex, the analytical part of the human brain, with deep learning techniques.
Google recently bought a company called Deep Mind (Gannes 2014) doing similar
research.

The developments above have triggered a renewed interest in ‘technological singu-
larity’ (Vinge 1993) – the moment in time when intelligent systems will exceed
human intellectual capacity. According to this hypothesis, these systems will be
able to create even smarter systems, causing a runaway effect, accelerating progress
beyond human comprehension and changing civilization in a way that is funda-
mentally unpredictable from a state before the singularity. Hollywood leads the
way in helping us imagine why we may not always be happy with how it turns out
(Zimmerman 2008), while dystopian best-sellers fuel public fear (Citron and
Pasquale 2014). But real world consequences are apparent as well: Deep Mind
demanded an ethics board (Efrati 2014) to place boundaries on the applications of
Artificial Intelligence when the company was acquired by Google, while promi-
nent researchers and businessmen have signed an open letter penned by the Future
of Life Institute (Russel et al. 2015) warning about the social risks of artificial intel-
ligence.

Data management
The main challenges of working with Big Data include (Chen et al. 2014): data rep-
resentation (understanding what the data means), redundancy of information
(is the data consistent and what does one keep), life cycle management (how
reliable is the data and how long does one keep it), distributed processing (how to
get a response within a reasonable amount of time), confidentiality (who one can
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share the data with), scalability (how to deal with the exponential growth of data)
and cooperation (who is responsible for what, who must invest, and how to
address risks).

The traditional field addressing these issues is known as master data management,
comprising the processes, governance, policies, standards and tools that consis-
tently define and manage the critical data of an organization to provide a single
point of reference (Loshin 2010). The main focus of master data management is on
the proper integration of data sources and on assuring data quality before analysis.

Master data management can be a time consuming process. With the growing
trend towards short delivery cycles, e.g. manifested through methods like agile
development (Beck et al. 2001), a complimentary approach is gaining popularity in
the world of Big Data. Rather than the upfront definition of standards, data from
various sources (sometimes from outside the organization) are brought together
without changing their original structure in a so-called ‘data lake’ (O’Leary 2014).
Standardization and data quality-related activities are postponed to the analysis
stage. The benefits of this approach are ease of implementation (standardization
and data quality issues are not holistically addressed) and flexibility, as standards
and quality requirements may differ from one analysis to the other. The disadvan-
tages include the need to revisit data definitions and data quality for each analysis,
which can lead to double work and confusion. Hybrid models will most likely
appear, where a data lake contains one or several standardization and data quality
layers, combining the strengths of classical master data management with the flex-
ibility of a Big Data approach.

Besides this evolutionary shift from the traditional master data management
approach, Big Data is also driving unorthodox data management solutions.
The popularization of these solutions began with the BitTorrent protocol
(Cohen 2003), which has become massively popular for downloading music and
movies. The system operates without central computers or intermediary partners.
Downloading data with a torrent boils down to getting the pieces from hundreds
of other users in the network. The redundancy and incentives provided by these
peer to peer networks allows them to operate reliably, even when the reliability of
each individual data provider is limited.

Transaction handling has recently undergone a similar transformation with the
introduction of Bitcoin (Nakamoto 2008). Trust no longer needs to be provided by
an intermediary, such as a bank or notary, but can be provided by a mathematical
solution that ensures trust from within the network itself. In its simplest form, all
participants in the network have a ledger of all the transactions of all other partici-
pants on their system: the so-called block chain. The block chain is updated on
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every transaction, allowing trustworthy transactions even when there are unrelia-
ble partners in the network. In other words, the network is the trusted party that
oversees and audits the proper completion of transactions.

The way torrent networks and the block chain have changed the handling of data
has resulted in and continues to result in fundamental changes to applications and
business models. They are in a sense the foundation of the Big Data revolution,
which touches all information-based industries. But they are also only the begin-
ning; new developments are already on the way to mainstream adoption. Ether-
eum is to provide a system for running a decentralized application platform
(Buterin 2015). As each element in this system is fully dynamic, it is not tied to a
specific physical space; it therefore cannot be managed as a physical object
(with e.g. a location, a presence, or an owner). Ethereum brings us very close to the
original idealist view of the internet. To quote the libertarian John Perry Barlow in
early internet history (Barlow 2000):

“Governments of the Industrial World, you weary giants of flesh and steel, I come from
Cyberspace, the new home of Mind. On behalf of the future, I ask you of the past to leave
us alone. You are not welcome among us. You have no sovereignty where we gather.”

Interestingly enough, Ethereum brings real-world challenges to cyberspace, such
as where does one pay taxes for this service, and under what jurisdiction does it
fall? BitCoin trading has already shown how difficult it is for ‘real world’ authori-
ties to gain control over dynamic distributed systems. The potential impact of
Ethereum on applications and business models is even more fundamental, which
could lead to a new chapter in the Big Data revolution.

Conclusion
Combining all Big Data-related developments in data storage, analytics and man-
agement may still be a long way ahead of us. We would end up with a hyper-
intelligent system that does not conform to current standards of civilization, exist-
ing autonomously in cyberspace, unconstrained by the rules and regulations of the
physical world. Summing it up suggests why such system autonomy lies beyond
our current comfort zone, and reveals the source of unease among the signatories
of the Future of Life Institute’s open letter. With this in mind, we need to be care-
ful not to equate Big Data with mere number crunching.

New ecosystems are required to be able to deal with such a new reality. Ensuring
the responsible application of Big Data analytics begins with transparency and pri-
vacy by design, and by encouraging quality based on peer review and certification
(Klous 2015). The result should be a new foundation based on platform thinking
(Choudary 2013), enabling partners in the value chain to intensify the way they
work together, in such a way that participants can easily plug in and out. A new
ecosystem where parties (governments, companies, programmers, data scientists,
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social groups, lawyers, users, etc.) can work together, creating good Big Data appli-
cations, generating responsible insights and bringing them to the market in the
right way. section 2.3 addresses the opportunities and challenges that arise with
these new ecosystems.

2.3 the economic impact of big data

Transforming business models
We now return to the reality of today, where Big Data has been coined the
‘New Oil’. Although Big Data offers significant potential for enhancing sales and
rendering processes more efficient (Chui et al. 2011),1 we focus mainly on opportu-
nities for creating value with new business concepts, leading to a diversity of
applications. The automotive industry is moving towards connected cars with
advantages for driver security and comfort, and in the longer run towards driver-
less cars (Silberg 2012), while service industries may soon rely on sensors in instal-
lations and buildings that monitor and predict maintenance patterns (Abowd and
Sterbenz 2000). One example is the Dutch start-up Algoritmica, which has devel-
oped software to predict the maintenance needs of wind turbines (Harte 2014).
Another example is the transformation of the agricultural industry into a preci-
sion-based endeavour, with Big Data Analytics offering farmers the potential to
optimize yields. New industrial ecosystems and business models are being formed
in this sector, where e.g. the Climate Corporation offers farmers an insurance
based on results from machine-learning algorithms and massive data analysis
(Lakshmanan et al. 2015). The insurance company also advises farmers on how to
maximize yields, thereby mitigating claims.

We appear to be at the forefront of big changes in the medical world as well.
Chances are it is only a matter of time before cancer is transformed from a killer
into a chronic disease (Bettegowda et al. 2014). One of the main ingredients in
these developments is the mapping and analysis of dna, where quantum leaps
have been made: after pouring hundreds of millions into research and computing
power, scientists were able to unravel a full human dna in 2001 (Ventor 2001).
Commercial companies today offer this service online for less than a few hun-
dred dollars, e.g. 23 and me (2015). To stimulate research in this area, the American
National Cancer Institute has begun sharing data in the cloud (Goldsmith 2014).
This is merely one example of how scientists and companies are striving to offer
precision approaches in care and cure. The combination of personal medical data
with lifestyle and other parameters offers unparalleled opportunities for health-
care to become more predictive and tailored to individual treatment (Wolf 2010).

Today’s world is becoming ever more measurable. Several locations have already
become living labs, or urban labs, where society is studied and optimized in a live
setting. The Mobile Territorial Lab in Trento run by mit professor Alex ‘Sandy’
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Pentland is a famous example (Moise et al. 2012). We often no longer have to ask
what people do (as we do in surveys). We can simply measure it, sometimes with
surgical precision. The greatest challenge for companies in such environments is to
build data-driven strategies that combine value for their customers or for society as
a whole – in terms of comfort, safety, etc. – with commercial value. In other words,
Michael Porter’s ideas on striving for Shared Value should be put into action in
every data-driven strategy (Porter and Kramer 2011). In the past years we have seen
several major companies struggle to find the right combination, or at least to
explain it properly. Telecom companies have tried to constrain internet messaging
applications like WhatsApp to avoid revenue drops for their text messaging serv-
ices (Layton 2013). The financial sector has difficulty explaining to clients how bet-
ter understanding their spending behaviour helps improve services (Jue 2014).
Retailers still find it difficult to be transparent about how they are trying to profile
their customers and why (Schellevis 2014). As a result, the general public often
responds with frustration. The discussion must mature to be able to work con-
structively towards responsible ways of generating value out of data.

We must realize that in our current society, software and hardware increasingly
determine our behaviour, probably much more so than laws and regulations
(Morozov 2012). Google’s algorithm that determines which items are relevant to
individuals; the software and hardware of the smartcard system that determines
how one uses public transport – ‘the system’ is becoming increasingly dominant in
determining our behaviour. Some claim it is even limiting our democracy, as it
fundamentally affects our decision-making. As Lawrence Lessig claimed: “Code is
law” (Lessig 1999). This in itself is no bad thing as we can change the code, i.e. our
systems, to our liking if we wish. But when a system becomes the equivalent of the
law, the system developer becomes the legislator, heralding a new power balance
(Hildebrandt 2014). System design can thus be misaligned with what we want as a
society (Calo 2014). The principles we value in society – for example in the areas of
privacy, transparency, ‘the right to be forgotten’ – are not the priority of system
developers, who are trained to focus on system robustness and efficiency.
Such misalignments can lead to abuse of power by companies, for instance the big
internet powerhouses, that deploy the systems and have access to huge amounts
of data.

In his book The Master Switch, Harvard professor Tim Wu speaks of the Kronos
Effect (Wu and Vietor 2011). Wu is referring to the mythical figure Kronos who,
for the ancient Greeks, was the ultimate boss of the universe. Kronos was warned
by the Oracle of Delphi that one of his children would overthrow him at some
point in the future. With this in mind, he decided to eat the children that his wife
kept giving birth to. This turned out to be Kronos’ downfall: his wife fed him a
stone wrapped in swaddling to save their child, and he was finally defeated by his
son Zeus, who he thought he had eaten. Kronos represents the large companies in
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the information and communications industry, which historically have often
become monopolists. There comes a time when they are more concerned with
defending their own positions than developing better products and services, lead-
ing to the destruction of better products produced by competitors or the ‘eating’ of
these competitors by simply buying them.

What does the Kronos Effect mean for today’s internet industry? Players such as
Google, Facebook, Amazon, Apple and other internet giants have powerful posi-
tions. Google in particular is often cited as an example of a company with too
much influence over everything we do. This not only reflects the size of the com-
pany, but also the wide portfolio of its products and services (Fast ft 2014).
Well-known services such as Gmail, Google Maps and YouTube, but also relative
newcomers to the broadcasting family, such as Nest (smart thermostats) and
Deep Mind (artificial intelligence) fall under the Google umbrella. Without a
doubt, Google will go down in the history of the internet as a company that ach-
ieved many great things. The question is whether, in this history, Google will join
the list of companies that fell prey to the Kronos Effect. Another striking example
is the acquisition of WhatsApp by Facebook in 2013 for the almost unheard of sum
of 19 (later corrected to 22) billion dollars (Olson 2014). WhatsApp still lacks a
proper revenue model. It seems that Facebook bought the service to protect its
own strategy – connecting as many people as possible – against new competitors.
This is reminiscent of Kronos eating his new-born to defend his throne.

A good example of how business models related to Big Data can affect government
policy is found in recent discussions over net neutrality (Layton 2013). Net neutral-
ity is quite a technical topic; few people are interested or even know about it.
Net neutrality means that internet service providers have to treat all internet traffic
equally; they are not allowed to prioritize or delay certain types of traffic.
Changes in policies here can have a huge financial impact on companies with Big
Data-related business models like Netflix, Facebook or Google. While net neutral-
ity has been properly guaranteed in Dutch legislation for several years now, in
Europe negotiations are still ongoing. Several amendments are being discussed,
opening the door to various commercial offers to provide ‘improved quality of
service’ (European Commission 2015). Note that these additional charges protect
established parties by raising entry barriers for new entrants. In essence, reducing
net neutrality is like reducing anti-trust legislation, intended to prevent the abuse
of power by established parties.

Government has a clear role to play in this discussion – not only to balance com-
mercial interests represented by lobbyists from all sides, but to represent the gen-
eral public and protect them from the Kronos Effect by raising awareness and by
protecting fundamental human rights, even when only few are paying attention.
Other issues around data require similar discussion, not least the transparency of
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large organizations’ methods when dealing with (our) data (Boyd and Crawford
2012). Especially in sensitive areas such as healthcare and the financial sector,
we would expect codes of good conduct to appear.

In conclusion
In a world where data is rapidly turning into the most valuable asset, opportuni-
ties and challenges are appearing at an incredible pace. We don’t have the luxury to
wait and see where it is leading us, neither from an economic nor from a security
and safety perspective. If history has taught us anything, it is that technological
developments can be a boon to society when they are controlled, but devastating
without such guidance. Over the next few years, it is our obligation to gain control
of Big Data and avoid its unethical applications. It could be enormously beneficial
for The Netherlands to become a leading contributor to this new ecosystem.
Our country is small enough to be flexible, big enough to be interesting, and digital
enough to make advanced initiatives feasible. Let us unite business, government
and research to maximize the impact we can make on the fast evolving data-driven
society.
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note

1 McKinsey claims that health care benefits from Big Data could be as high as 300 billion

dollars per year and European Government administration could save more than 100 billion

euros in operational efficiency improvements alone. This excludes the reduction of fraud,

errors and tax gaps.
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3 cryptology and privacy in the context
of big data

Seda Gürses & Bart Preneel

Executive Summary
‘Big Data’ has become the term of art to refer to a number of distinct socio-
technical phenomena in present-day infrastructures. The objective of this paper is
to discuss the potentials and limitations of using technical means to address pri-
vacy challenges associated with the technologies lumped together under the
umbrella term Big Data. In order to do so, we will first unpack the technical ele-
ments implicit in the term Big Data and provide a short summary of privacy and
fairness challenges associated with them. Next, we will provide an overview of the
state of the art in cryptology and privacy technologies as it relates to Big Data.
We conclude with a short analysis of whether and how some of the privacy chal-
lenges of Big Data can be addressed using technical means.

3.1 introduction

‘Big Data’ is a popular term that is used to refer to the increased use of data-driven
socio-technical infrastructures in everyday life. From an interdisciplinary perspec-
tive it has been defined as the combination of three elements:

technology: maximizing computation power and algorithmic accuracy to gather,
analyse, link and compare large data sets.

analysis: drawing on large data sets to identify patterns in order to make economic,
social, technical and legal claims.

mythology: the widespread belief that large data sets offer a higher form of intelli-
gence and knowledge that can generate insights that were previously impossible,
with the aura of truth, objectivity and accuracy (Boyd and Crawford 2012).

This popularly cited account shows that Big Data, as a term, unifies discussions
that are related to separate technical phenomena. When applied in concert, propo-
nents and opponents speculate that these phenomena may bring great societal
benefits and costs. When we break this cloudy term down into its technical coun-
terparts, we find that it consists of two parts: Big Data(bases), on the one hand,
and the family of techniques called data science, data mining and machine learn-
ing, on the other. Stitching these two parts together is the concept of ‘Software as a
Service’ (SaaS) as reflected in the ‘cloud’, the ‘Internet of Things’, and social and
mobile networks.
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In order to be more precise, we will refer to Big Data infrastructures, data analytics
and SaaS architectures instead of Big Data (section 3.2) in the remainder of this
text. By focusing on concrete technologies, we move away from the depiction of
Big Data as large data sets that are like ‘natural resources’ waiting to be exploited
(McClure 2015) and as a technological paradigm shift that invalidates all prior inno-
vation in privacy and security technologies. Rather, we show the technological
decisions made in developing hardware, software architectures and analytics that
are pertinent to the feasibility of deploying techniques that intend to address pri-
vacy and security concerns around Big Data technologies. Section 3.3 introduces
the state of the art of cryptology, followed by an evaluation of the feasibility of suc-
cessfully deploying these technologies to protect digital information in section 3.4.
We then introduce privacy technologies that are relevant in the context of
Big Data. The application of data analytics on such a large scale also raises novel
privacy and fairness challenges that call for new techniques. In particular, research-
ers have shown that how and what data is collected and collated, and what algo-
rithms are applied, may amplify discrimination, unfair treatment and privacy vio-
lations. After briefly discussing the potential challenges to privacy and security by
design in section 3.5, we conclude with some recent proposals to address these
issues as well as innovative methods for ensuring accountability in algorithmic
decision-making. We also map out gaps in research and practice.

3.2 unpacking big data:  the technology behind the hype

In the context of this paper, we discuss the application of cryptology and privacy
technologies to Big Data infrastructures and data analytics in the context of SaaS.
By these we mean the following:

Big Data infrastructures
The term Big Data infrastructures refers to processes and technologies for manag-
ing large amounts of data. The associated challenges have been summed up in the
Four Vs: Volume (size), Velocity (speed), Variety (formats) and Veracity (accu-
racy). In essence, these challenges have remained the same over recent decades;
however, they now are comparatively ‘bigger’ (Jacobs 2009). Big Data engineers
need to “scale out to thousands of commodity servers, replicate data across geo-
graphically remote data centers, and ensure high availability of user data in the
presence of failures” (Agrawal et al. 2015). Given these capabilities, what distin-
guishes Big Data is the ability to accumulate observations over time and space
(Jacobs 2009). These capabilities open the path to analysing how things have
changed over time, providing real-time services using analytics or evaluating pre-
dictions based on past occurrences.
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Implementing data analytics on such a large scale requires rethinking the way we
organize data acquisition, storage and transfer. For example, databases have tradi-
tionally been designed to privilege fast input over output of data. This asymmetry
inherent in traditional databases, together with the desire to do more complex
analyses, has led to the redesign of databases, that is, moving away from rows and
tables in a relational database to more flexible formats. The expansion in volume
has also demanded the rapid development of applications for distributing large
datasets across databases and data centres, progress in parallel computing capabili-
ties and improvements in data transfer capabilities. Responding to all of these
challenges has led to enormous breakthroughs in hardware and software design:
Google, for example, boasts that its networking technology can read all of the
scanned data in the Library of Congress in less than a tenth of a second
(Lardinois 2015).

Data analytics
A number of terms are used to refer to different families of analytical techniques
for discovering and predicting patterns in data. Data science, for example, is
becoming the popular term of art in the industry. It refers to the “set of methods
used to capture patterns in complex and large datasets for the sake of business
applications, online services and data products” (Loukides 2010). Computer scien-
tists have proposed ‘data analytics’ and more recently ‘data science’ to “support
and guide the principled extraction of information and knowledge from data”
(Provost and Fawcett 2013). The ongoing terminological quagmire suggests that we
are witnessing a nascent field of study propelled by business interests rather than a
mature science. For simplicity’s sake, if we want to point to advances in research,
we refer to machine learning. By this we mean techniques, methods and processes
for analysing datasets in order to provide useful summaries or using models devel-
oped on sample data to make predictions. We use data analytics to talk about the
application of machine learning in practice to everyday situations.

Software as a service
SaaS and underlying centralized architectures bootstrap most user-facing Big Data
infrastructures and data analytics (Kaldrack and Leeker 2015). The SaaS model
replaces the ‘shrink-wrap’ software model, where purchased software and data
generated using that software reside on a personal device. In the SaaS model, all
applications are hosted by the service provider, meaning that data collection and
processing happens on the provider’s servers. The consumers either ‘rent’ the
services or use them for free over a network. SaaS helps reduce end-user hardware
costs and allows organizations to reduce technology integration costs. It also
allows customers to try software before purchasing and to scale their technology
on demand.
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The SaaS model builds upon two underlying layers: Infrastructure as a Service,
which provides computing and storage resources, and Platform as a Service, such
as the Google App engine. In the vernacular, the many ways in which these serv-
ices can be mixed and matched on demand is shorthanded as ‘the cloud’. Service
architectures imply that computation is done mainly on the server side, which also
means that all data users generate while interacting with the services flows to the
service providers. With services provided by companies like Facebook, Google or
Amazon, data generated by millions of users can be analysed (in real time) to
improve efficiency and serve other organizational interests. These companies can
use this data to do rapid development, determine new features and reshape serv-
ices. A service can integrate multiple services on demand. This increases the num-
ber of entities that have access to user data, while decreasing the transparency of
their transactions. As a consequence of these practices, there is little transparency,
legibility or constraint regarding the activities that data collection and processing
services engage in on the cloud or on user devices.

The challenges that Big Data infrastructures, data analytics and SaaS present to
cryptology and privacy can be summarized as follows:
1. Erosion of data confidentiality: Services are organized to do computation on

the server side, meaning that all data generated in using the services flows to
the service providers to be stored in Big Data infrastructures.

2. Intensification of identity management and tracking: SaaS providers require
user authentication as a prerequisite to service use and user tracking as central
to their business models and licensing schemes. This has culminated in what
we might call ‘tracking and data analytics as a service’.

3. Reconfiguration of service provision: User-facing services are typically made up
of multiple services, implying that the number of entities with access to user
data increases while transparency decreases.

4. Integrity of user devices, servers and algorithms: Increasingly, service providers
limit the ability of users to view or control what services are doing on their
devices or their servers. This issue is intensified with accelerated feature
updates.

5. Ethics of experimenting with (user) populations for service optimization:
Machine learning is applied to the user data troves to scale and shape services
and profile users. The application of this nascent technology to populations
and their environments in order to optimize organizational interests amplifies
concerns about discrimination, unfair treatment, and human experimentation.
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3.3 state of the art of cryptology

3 . 3 . 1 w h a t  i s  c r y p t o l o g y ?
Cryptology is the science that deals with the protection of information and com-
putation using mathematical techniques. Historically, the primary goal of cryptol-
ogy was confidentiality, that is, hiding the content of information to outsiders
(Kahn 1996; Singh 2011). The advent of electronic communications brought to the
fore the challenge of authenticating information, that is, establishing the source of
information and making sure that information has not been tampered with. Cryp-
tographic techniques can also be used to identify entities such as users or devices.
Recently, there has been a growing interest in protecting metadata: this includes
hiding the identities, locations or devices of communicating parties. Cryptography
is also used increasingly to protect computations. We distinguish between sym-
metric cryptography and public-key cryptography.

Symmetric cryptography
Senders and recipients use a publicly known algorithm to transform the plaintext
into ciphertext and vice versa. The operation of the algorithm is controlled by a
secret key. The protection of information is thus shifted to protecting secret keys.
Since the late 1990s, efficient solutions have been available for authenticated
encryption: this operation hides the content of the plaintext (confidentiality) and
allows recipients to detect modifications (authenticity). Secret keys can be agreed
by physical means (e.g., the sim card in a mobile phone). For large-scale systems,
a Trusted Third Party (ttp) may act as intermediary. An example of a system with
a ttp is Kerberos (Steiner et al. 1988), which is used in Windows Active Directory.

Public key cryptography
In the mid-1970s, Diffie and Hellman proposed a more elegant solution to the key
distribution problem (Diffie and Hellman 1976). They invented public-key cryp-
tography, in which the key used to encrypt information is different from the key to
decrypt information. Senders encrypt the plaintext with the public encryption key
of the recipient, and recipients decrypt the information with their private decryp-
tion key. As a consequence, the key for encryption can be made public, and there is
no need for the parties to agree on a common secret in advance. Nevertheless, it is
still important that senders know the correct public key of recipients: public-key
encryption shifts the confidentiality of messages to the authenticity of public keys.

As a public encryption key is public, anyone can encrypt a message for the owner
of the public key: hence public-key encryption provides confidentiality protection
but does not authenticate the sender. Diffie and Hellman also proposed a second
concept that solves the authentication problem, which they called digital signa-
tures: senders transform a message with their private signing key; anyone can ver-
ify that it was created by this person by verifying this message with the sender’s
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public verification key. This verification key can be widely distributed. Digital sig-
natures are, to some extent, the electronic equivalent of manual signatures on a
paper document. In order to verify that a digital signature on a message was gener-
ated by a specific person, one needs an authenticated copy of this person’s pub-
lic key.

Certification authorities and certificates
With public-key cryptography, the confidentiality and authentication of data can
be shifted to the authenticity of public keys. Worldwide there a billions of users
and devices with public keys, so keeping track of all these keys is very hard.
In order to make public-key cryptography scalable, a Trusted Third Party is intro-
duced that is called a Certification Authority (ca). The ca digitally signs a state-
ment that contains someone’s name and public key. Other pieces are added to this
statement, such as the validity period and the cryptographic algorithms that have
been used. Such a statement is called a certificate. Certificates can be compared to
paper passports or identity cards, which link a person’s name to an attribute
(e.g., a photo); such documents are typically signed by a civil servant. How do you
verify a certificate? This requires the public verification key of the ca. In some con-
texts (such as e-government), there is only one ca, and it is not too difficult to
widely distribute this one public key in many locations. On the web, there are
more than 600 cas.

Key generation
Cryptology shifts problems of securing data to securing keys. An important prob-
lem is how to generate those keys. For this purpose, you need random inputs.
These inputs can be generated by electronic or optical circuits or by measuring the
behaviour of systems and users. This random data is collected and combined; a
cryptographic Pseudo-Random Number Generator (prng) (Barker and Kelsey
2012) is then used to process this data and stretch it into random and secret key
bits.

3 . 3 . 2 r o l e  o f  c r y p t o l o g y  i n  p r o t e c t i n g  d i g i t a l  i n f o r m a t i o n
Communication security and secure storage are very important for military and
government systems. Cryptography has been deployed in the banking sector since
the 1970s and in the telecommunications industry since the late 1980s. The explo-
sion of the Internet and the expansion of content protection mechanisms have
resulted in large-scale deployments during the 1990s. For the future, there is a
strong need for integrating cryptographic protection in e-health, critical infra-
structures (e.g., smart grid, industrial control systems) and the Internet of
Things (iot).
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Communications
Cryptography is essential to protect communications from passive and active
adversaries: it allows you to establish a secure channel between senders and recipi-
ents over an insecure network such as the Internet and to control access to com-
munication systems. Properly deployed cryptography allows end-to-end encryp-
tion between senders and recipients: this implies that no intermediate party is able
to decrypt.

Network layer. ipsec (Kent and Sero 2005) is the standard for secure channel estab-
lishment and key management on the Internet. ipsec can be configured to work
between any two individual nodes, but organizations tend to dislike encrypted
tunnels through the gateways that guard the entry and exit points of their net-
works; their concern is that such tunnels could be used by attackers to inject mal-
ware or to steal information. A solution to this problem is to start or end the
encrypted tunnel at the gateway. The ipsec standard is very complex and has many
options, which makes it difficult to implement and configure ipsec securely.
The Snowden documents show that intelligence agencies can intercept and
decrypt tens of thousands of secure ipsec connections per hour. ipsec is supported
by the major operating systems, but its deployment is limited by its complexity.

Transport layer. For web applications, the tls standard (Dierks and Rescorla 2008)
was established more than 20 years ago. More than 10 million servers and several
billion devices (smart phones, tablets, laptops) communicate securely over ssl/
tls; it is used for secure e-commerce, e-banking, access to webmail and health
applications, but also for protecting the network infrastructure such as routers,
cameras and industrial control systems. ssl/tls is much easier to deploy than
ipsec. The protocol is more complex than it should be and the development and
deployment of solutions for security flaws is often very slow. Openssl is a widely
used open source library; a number of serious flaws (e.g. Heartbleed (Carvalho
et al. 2014)) has resulted in increased security awareness and improvement of its
governance. The Achilles heel of ssl/tls is the more than 600 certification author-
ities (cf. Eckersley and Burns 2010); by default, browser users trust all of them. If a
single one of them is subverted, this can lead to fraudulent certificates that allow to
intercept or spoof communications. Several cases have shown that this is a realistic
threat (e.g., Diginotar1, Turktrust, ccnic). Some products even add an additional
ca to browsers that issue fake certificates to widely used domains in order to allow
companies to intercept the web traffic of their employees.

Data link layer. Even if communications over wires and optical fiber can be inter-
cepted on a large scale, it is clear that wireless communications are more vulnerable
as radio waves spread over a very large area, typically much larger than what is
required for the application. For this reason, separate standards have been devel-
oped to protect communication between mobile phones and base stations or base
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stations controllers (2G/3G/4G standards), between laptops, smart phones and
tablets (wlan standards) and for Personal Area Networks (Bluetooth and Blue-
tooth Low Energy or ble). The first generations of wireless security standards had
many flaws, but the recent versions have been improved substantially. The main
limitation is that these standards do not offer end-to-end security: intermediate
parties that control the end point of the wireless communication can see all the
information. This is a concern for the gsm system and for wlans, which have no
proper method for authenticating the wireless access point. Medical devices
(such as defibrillators and insulin pumps) are increasingly controlled over wireless
channels but without proper protection.

Email. Emails are postcards and not letters. There are several solutions for securing
email. The standardized solutions are s/mime (Ramsdell and Turner 2010) and
Openpgp (Callas et al. 2007); the latter is supported by the open source library
gpg.2 Setting up secure email is still a challenge; it can work among groups of
experts or can be configured in a corporation’s email clients for internal email.
Even then, most programs are very hard to configure and use securely. Global
secure email is an even bigger problem: the most important challenges are key
management and interoperability.

Voice calls and chat. Voice calls over the internet (voip) and chat sessions can also
be protected using cryptographic methods. There are secure and open solutions
such as otr (Off The Record communications) (Goldberg et al. 2009), but most
widely deployed systems do not have open specifications and have design flaws.
The eff has recently published a study3 identifying shortcomings in many apps for
secure communications. Skype has about half a billion users; the documents
leaked by Snowden indicate that it can be intercepted by intelligence agencies.

Meta data. Network encryption hides the content of data but does not hide the
amount of plaintext or the identities of the communicating parties. For high
latency applications such as email, cryptographic remailers can be used (e.g. Mix-
minion by Danezis et al. (2003)). For low latency applications, a secure ipsec con-
nection can be established to a proxy server. In both cases, compromise of the
remailer or server (or a warrant) would undermine the security. Tor, designed by
Dingledine et al. (2004), is a more robust and distributed scheme for low latency
traffic. It encrypts traffic in three layers (called onions), and each of the three serv-
ers peels off one layer. The Tor network has more than 6,000 nodes, and there are
about half a million users at any time.
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Storage
Data on user devices. A second application of cryptography is the protection of
data at rest. Each year, a huge number of usb drives, laptops and smart phones are
lost, stolen or sold. If someone has access to the device, they can read all the private
information stored on there: this may be financial information, commercially sen-
sitive information or health-related information.

Data stored on a device should be protected with authenticated encryption, and
the key (of at least 128 bits) should be stored in a secure place. A common solution
is to store the decryption key on the device; this is clearly not an effective solution
against a motivated opponent. A better option is to store the key in an external
secure device (e.g., a smart card) or to use biometrics to authenticate the user and
to derive a key that can be used to access the decryption key. Key management for
the encryption of stored data is tricky as it requires a backup solution for most
applications, in case something happens to the user or the user leaves the organiza-
tion that owns the data.

There are several software tools that allow users to protect the data on their hard
disk (e.g., Truecrypt, Veracrypt, Bitlocker). While Truecrypt was recently aban-
doned by its designer, it has recently undergone a serious security audit, and one
can expect that the minor issues identified have been fixed in the fork Veracrypt.
Today, many hard drives have built-in hardware encryption, but most drives come
without key management software: if the drive is unplugged from one computer
and plugged into a second computer, you can read all the data.

Data in the ‘cloud’. Today, we store massive amounts of data in the cloud: this
includes data at email providers (Gmail), social networks (Facebook), storage serv-
ices (e.g., Dropbox, iCloud) or service providers such as Amazon ec2, the Google
Cloud Platform and Microsoft Azure. The prism program, revealed by Snowden,
gives the nsa access to the content stored in the clouds run by us companies. A
related application requiring protection is databases: you want to protect the infor-
mation in the database even if an attacker gets physical access to the server.

Authenticated encryption can offer effective protection, on the condition that the
decryption key is stored locally under control of the data owner rather than in the
cloud. However, the business model behind many cloud applications is that
service providers can profile users based on the data and sell this profiling informa-
tion to advertisers. If data (and metadata) were encrypted, this business model
would no longer work. A surprising solution to this problem is to search in
encrypted data: if the search terms are known in advance, you can encrypt data in
such a way that the encryption is secure but you can still search the ciphertext for
the search terms.
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A second disadvantage of encryption of data in the cloud is that it seems to be
impossible to perform operations on the data. However, this is not correct:
there are many homomorphic cryptosystems that allow to add or multiply plain-
texts by manipulating the ciphertexts. Gentry (2009) showed that Fully Homo-
morphic Encryption (fhe) is possible in principle: in his solution, you can per-
form both additions and multiplications on the plaintext, allowing you to com-
pute any function in principle. Unfortunately, fhe is highly inefficient and, hence,
very far from practical. For simple functions that only require a few multiplica-
tions, however, this solution is becoming realistic. An important property of fhe
is that the result is encrypted: the cloud provider can compute the result, but only
the user can decrypt it. This implies that this solution brings benefits to users
rather than cloud providers.

Media and software. Cryptography is widely used to protect media and software.
The main goal of this technology is to enforce Digital Rights Management (drm),
that is, to ensure that only authorized users can access the content or use the soft-
ware and that they cannot copy the bits or pass on the license to others (a limited
number of copies or transfers is allowed in some cases). This is a very challenging
problem, as the user of the device is the enemy in this setting. If you want to pro-
tect content, the first step is to encrypt the information. This will preclude users
from accessing the bits on their device and freely copying them. Access to the con-
tent can then be controlled by controlling access to the decryption keys. Content
protection is used in about 1.5 billion dvd and Blu-ray players. The pay tv market
has just under 1 billion customers. There are about 250 million game consoles that
protect the game software using cryptography.

Identification and access control
A cryptographic device can be authenticated by sending a challenge to the device
and by asking it to encrypt this challenge with a symmetric algorithm; the result is
sent as the response. If the verifier also possess the same key, he or she can verify
the answer. In One Time Password devices, the challenge value is the time with a
resolution of 30 seconds or 1 minute; this is more efficient as it is not necessary to
transmit the challenge. If the cryptographic device is capable of computing digital
signatures, it can sign the challenge. The advantage is that the answer can now be
verified using the public key of the cryptographic device and that the verifier does
not need to store sensitive secret keys.

Challenge response protocols are much more secure than passwords, but they
require cryptographic computations. Moreover, they require an additional step in
which users authenticate to the cryptographic device with a pin code, a password
or a biometric feature. The access control industry has deployed about 6 billion
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cards and 200 million readers; the main applications are access to buildings and
public transport. The use of electronic fobs to open and start cars is also increasing
rapidly. Both applications use symmetric cryptography.

The banking industry has deployed about 3.5 billion bank cards with symmetric
cryptography and 2.7 billion emv cards with public-key capabilities. These cards
securely identify the account and the account holder and also authenticate and
possibly encrypt the payment transaction. In many countries, governments are
issuing Electronic Identity Cards (eid), e-passports and e-driving licenses with
public-key capabilities; the total deployment is several 100 millions. eid cards can
be used to access e-government services and some commercial services and to
create digital signatures that are legally compliant. The usage of e-passports is
restricted to local authentication such as border controls.

Update and boot
The software on many devices and apps is updated on a regular basis. Modern pro-
cessors can even be updated remotely. The role of these updates is to fix security
flaws but also to continuously enhance functionality. In order to prevent attackers
from injecting malicious updates, all updates are digitally signed with the private
key of the software vendor or app developer. This requires that the user device has
an authenticated copy of the corresponding public key. This public key is typically
inserted at installation and protected by several integrity mechanisms. The soft-
ware update mechanism is available on billions of devices and is one of the largest
applications of public-key cryptography.

Every time a computer starts up, a large number of programs are loaded and execu-
ted. It is important for users to know that the correct programs have been loaded
and executed correctly. This can be guaranteed by cryptographically protecting the
software and verifying the status of the computer. For many vendors and content
owners, secure boot is also important to prevent illegal software or software that
allows to circumvent drm restrictions to be installed on a device. For this purpose,
remote attestation protocols have been invented that allow someone to remotely
verify the status of a machine after start-up. While secure boot is an important
component of secure computation, this technology also brings up issues of control
and autonomy: users have paid for hardware and software but may be prevented
from freely using them. It also brings up competition issues, as these mechanisms
can be used to exclude competing software from a given hardware platform.

Computation
The problem of secure execution goes beyond the boot phase: how can users (or a
third party) verify that application software is executing correctly and that no
information on the computation inputs or outputs is leaking to outsiders?
This problem is relevant for drm but also for the gaming industry, which wants to
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address cheating in multi-player online games. Secure execution can be supported
by cryptographic techniques but also requires many other modifications to our
current computer and software architectures.

Multi-Party Computation (mpc) is a cryptographic technique that allows for
secure computation without having to trust a centralized entity (Yao 1982).
Consider an application in which multiple data owners have sensitive data sets,
such as a country’s tax, social security and health databases, the buying patterns of
users on multiple e-commerce sites or the bidding strategies in an auction. If you
want to mine or analyse these Big Data sets, the easiest solution is to share the data
and run the mining algorithms on the complete set. However, the parties may not
trust each other with their valuable data. A simple solution is to send all the data to
a ttp and ask this ttp to perform the mining. This assumes that there exists such a
party that is trusted by all; this may not be realistic. Moreover, legal barriers may
forbid sharing this data with a ttp. mpc can solve this problem if a large enough
fraction of the parties is honest and if the parties are online: any problem that can
be solved with a ttp can be solved without such a ttp; the parties can be sure that
nothing leaks beyond the outcome (which is public) and that the results are cor-
rect. In the last decade, the efficiency of these protocols have been improved sub-
stantially, to the point that they can be applied to large databases and complex auc-
tions in a realistic time frame. The difference between mpc and fhe is that, in fhe,
the parties do not need to be available online and the result is always encrypted.

3 . 3 . 3 r e g u l a t i o n  o f  c r y p t o l o g y
Cryptography is a dual-use good, and countries have tried to control its import,
export and use to avoid hindering the operations of their intelligence and law
enforcement services. In 1977, the us government published an open crypto-
graphic standard for the protection of sensitive but unclassified data: the
Data Encryption Standard. The key length of the des was restricted to 56 bits,
which meant that the nsa could decode any ciphertext in a reasonable amount of
time, while it offered a reasonable protection against more modest adversaries.

Until the late 1980s, cryptography could only be implemented in expensive hard-
ware; this meant that it was sufficient to control these hardware devices. Telecom-
munications was in the hands of state-controlled monopolies, which made things
easier. There have been attempts in several countries to discourage research in and
teaching of cryptology, e.g., by threatening with secrecy orders. Perhaps a more
effective approach (still used in some countries) is to channel research funding
through national cryptographic agencies, which would then require security clear-
ances and/or impose publication restrictions. The eu did not fund any open cryp-
tographic research between 1992 and 1999, but open research in cryptology was
funded by several organizations in many European countries.

60 e x p l o r i n g  t h e  b o u n d a r i e s  o f  b i g  d a t a



In the mid to late 1980s, the telecommunications monopolies were broken up,
cryptography started migrating to software and, in the early 1990s, the quick
growth of the Internet allowed low-cost global data communications. This made it
much more difficult to control cryptographic software. A famous example is the
source code of the email encryption tool pgpi 5.0, which was printed as a book in
1997 and legally exported from the us under the First Amendment. In response to
the broad availability of cryptographic software, the us government proposed in
1993 that secure communications should use the Clipper chip; this chip had a
secret algorithm and gave us government agencies access to the keys using a key
escrow method. The us government tried to muddle the key-escrow debate by
pointing out the importance of backup keys for stored data, while the Clipper chip
would escrow keys for communications, for which a backup is not needed. Both
the industry and academia protested vehemently and pointed out serious flaws in
the key-escrow approach and in the specific details of the Clipper chip. The Clipper
chip was abandoned by 1996. The wider belief was that the crypto wars had
been won.

The export of cryptography from the Western world was controlled by cocom
(Coordinating Committee for Multilateral Export Controls), which was replaced
by the Wassenaar arrangement on Export Controls for Conventional Arms and
Dual-Use Goods and Technologies in 1995. Most countries (excepting a few,
including the us) made exemptions for mass-market and public-domain crypto
software. In 1998, these exemptions for mass-market software were limited to
symmetric encryption algorithms with keys up to 64 bits and for encryption for
drm; at the same time, export controls were strongly reduced for cryptosystems
with short keys4 – which could easily be broken by intelligence agencies. In 2000,
the export controls on mass-market crypto software and hardware were lifted
completely. Worldwide, there are still many regulations on importing and export-
ing crypto and for offering certain cryptographic services. China, for example, has
a law that requires that every cryptographic algorithm used in China has to be
designed in China. Russia also has its own cryptographic standards. Moreover, a
recent attack on tls/ssl enabled parties to fall back on the key lengths specified in
the 1998 Wassenaar arrangement; while those keys were easy to break by an intel-
ligence agency at that time, they can be broken by a team with a budget of a few
thousand euros 17 years later (for more details, see the Crypto Law Survey of
Koops5 and Diffie and Landau 1998).

3.4 strength and weaknesses of cryptology

Today we have a broad availability of strong cryptographic algorithms and proto-
cols that can be implemented at very low cost to secure our communications and
stored information. If you properly use well-configured open source crypto, you
are protected against any opponent, with the exception perhaps of a few
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intelligence agencies. The main challenge is to make cryptography easy to config-
ure and as transparent as possible for the end user. There are still challenges in
developing robust and secure cryptographic code and in securely deploying and
upgrading cryptography. In spite of this, only a small fraction of all Internet traffic
is properly protected; even if there is a push of security by default for many appli-
cations and devices, one should be concerned about the slow adoption of the exist-
ing solutions and backdoors for intelligence agencies.

3 . 4 . 1 c r y p t a n a l y s i s
This section discusses several attacks on cryptosystems: mathematical attacks,
attacks using quantum computers and side-channel and fault attacks.

Mathematical cryptanalysis
Exhaustive key search. The easiest way to break a cryptosystem is to try all possible
keys. There are extensive reports that make recommendations for key lengths as a
function of the length of the protection required and the budget of the opponent
(e.g., enisa 2014). In 2015, key lengths of 80 bits were the bare minimum. There is
no reason why one would not use a 128-bit or even 256-bit key: the extra cost to
distribute, store or use such a key is very small compared to an 80-bit or 100-bit
key. If a cryptosystem is used by billions of users to encrypt large data volumes,
128-bit keys may be too short to secure protection for 20 years or more; a mini-
mum length of 160 bits or 192 bits would be more appropriate in this case.

Shortcut attacks. For a well-designed symmetric cryptographic algorithm,
no shortcut attack exists that has a cost that is substantially less than exhaustive
key search. It is recommended to stick to widely used and thoroughly evaluated
standards such as the aes. It is also recommended to carefully plan the replace-
ment or upgrade of cryptographic algorithms.

For public-key cryptography, there are always algorithms that can exploit the
mathematical structure and that are, therefore, more efficient than exhaustive key
search. For the rsa algorithm, the public key consists of the modulus that is the
product of two large primes, and the public exponent. The most straightforward
method to break rsa is to compute the private key from the public key by factor-
ing the modulus. In 2015, a 512-bit rsa modulus could be factored in 1 core-year
(or in 1 hour on a network with 1000 8-core processors) (Adrian et al. 2015). The
512-bit discrete logarithm problem can be solved in 90 seconds on 2500 cores.
If rsa is properly implemented, factoring the modulus is the best possible attack.
However, there are some deployments of public-key cryptography using outdated
standards for message formatting, specific optimizations and implementation
weaknesses that allow for more efficient attacks.
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Quantum computers
In a classical computer, information is represented in the form of bits; a bit can take
the value 0 or 1. In a quantum computer, information is represented as qubits;
a qubit can be in a superposition of states, that is, it can be 0 and 1 at the same time.
Quantum computers can be realized by exploiting quantum-mechanical phenom-
ena, that is, certain physical objects can be used to realize qubits and perform oper-
ations on them. Quantum computers can give an enormous speed-up to computa-
tions. If you have 30 calculation units on a classic computer, you can compute
30 times faster. In a quantum computer, 30 qubits can represent 230 ≈ 1 billion val-
ues at the same time, and hence a speedup with a factor of 1 billion can be achieved
in principle.

Operations on a quantum computer are more restricted than on a classical com-
puter; hence, to fully exploit quantum computers, you have to invent new algo-
rithms. The most important useful computations that could be performed on a
quantum computer are the simulation of quantum many-body systems but also
many cryptanalytic algorithms. Grover showed in 1996 (Grover 1996) that the time
of a search operation (e.g., exhaustive key search) can be reduced on a quantum
computer to a square root compared to a classical computer. This means that an
exhaustive key search for a 128-bit key on a quantum computer takes the time of a
64-bit key on a classical computer (as √2  =264). For symmetric cryptography,
the key lengths need to be doubled to resist attacks by quantum computers. In
practice, you would need key lengths of 256 bits. For public-key cryptography,
the impact of quantum computers would be much more dramatic. The security of
the widely used public-key algorithms is based on two problems from algebraic
number theory: factorization and discrete logarithm. Shor (1994) pointed out that
quantum computers are extremely well suited to solving these problems. If a large
quantum computer can be built, these systems would be completely insecure.

Many approaches are being tried to create quantum computers such as supercon-
ductors, trapped ions, optical lattices, quantum dots and nuclear magnetic reso-
nance. The biggest challenge is controlling or removing quantum decoherence:
interference with the outside world will disturb the quantum computations and
render the result useless. Decoherence can be addressed by combining physical
isolation techniques with quantum error correction. It is very hard to predict
when the first large quantum computer will be available. There has been steady
progress over the last two decades, and there are very large investments, by intelli-
gence agencies, for instance, which would be interested in the cryptanalytic capa-
bilities. Some experts believe that there is a 10-15 percent chance that a large quan-
tum computer can be built by 2025 and that this probability will increase to about
1 in 2035. You may anticipate that the first quantum computers will be owned by
intelligence agencies and that, hence, we may not be aware of their existence.
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For the past two decades, researchers have been working on novel cryptographic
algorithms that would resist quantum computers. Their focus has been on public-
key algorithms, but it cannot be excluded that novel quantum algorithms will be
discovered that reduce the strength of symmetric cryptographic algorithms
beyond the quantum square root attacks known today. For public-key cryptogra-
phy (both encryption and digital signatures), approaches are being studied based
on lattices, codes and multivariate equations; for digital signature schemes, con-
structions based on hash functions can also be used. These schemes are typically
faster than the current schemes, but most of them have much larger keys. For some
of them, evaluating the concrete security level is challenging, and it cannot be
excluded that novel quantum algorithms will be discovered that may weaken their
security. It is expected to take 3-5 years before these schemes will start appearing in
cryptographic standards, and it will take another 2-4 years before efficient imple-
mentations are widely available. This is a concern for encryption schemes because
even in 2015 there is information we would like to protect for 10 years; this would
mean that we should start using those schemes today. For digital signatures, this is
less of an issue, and all documents could be re-signed every 3-5 years with
improved algorithms with larger keys.

Side-channel and fault attacks
Cryptographic systems are mathematical algorithms. However, if we use them in
practice, they are running on real devices. Attackers can take advantage of the
physical properties of these devices.

Cryptographic implementations do not get a result instantaneously: there is
always some delay. These implementations also consume power, emit electromag-
netic radiations and emit photons. If these signals depend on the data and the key
and if they can somehow be obtained by attackers, they may be able to deduce part
of the secret key; this is known as a side-channel attack. If you want to protect
implementations against these attacks, you should prevent the opponent from
accessing these physical quantities, e.g., by shielding the implementation and pro-
viding an internal power source. However, perfect shielding is not possible, and
timing information can be obtained remotely. A second approach is to add coun-
termeasures to the implementation, e.g., by ensuring that the implementation is
constant time, by making the power consumption independent of the key and by
adding noise.

An even more powerful attack model consists of injecting faults in an implemen-
tation, e.g., by clock or power glitches or by shining with a laser on the chip sur-
face. If a cryptographic device outputs incorrect results as a consequence of such a
fault, the implications are typically devastating: you can easily recover the key.
Protection against fault attacks typically includes verification of the intermediate
or final results and error-detection codes.
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Many implementations of cryptography are still vulnerable to these attacks, either
because they have no protection against them or because the protection is insuffi-
cient. In many cases, the countermeasures are confidential, which makes it difficult
to evaluate their strength.

3 . 4 . 2 b y p a s s i n g  o r  u n d e r m i n i n g  c r y p t o
Cryptography is a very powerful mathematical tool that can offer strong security,
but it can be bypassed in many cases. Sometimes crypto can be switched off, for
example, without the user noticing anything.

Cryptography moves the protection of information to the protection of keys, and
attackers, therefore, try to get the keys. There are several approaches: i) you may
ask for the key based on a key disclosure law, a court order or a security letter;
ii) you may use techniques to extract the secret keys from software or hardware;
iii) several attempts have been made to impose key escrow solutions, in which law
enforcement agencies can get access to the key through a government-controlled
backup option.

Crypto implementations may contain accidental errors or deliberate backdoors.
A common problem is that implementations do not generate keys properly. A typ-
ical mistake is that not enough randomness is used in the key generation process;
this makes the keys easy to predict to an attacker. A backdoor could consist of a key
generation algorithm that only generates a small subset of the keys. The most
extreme example known is the dual ec random bit generator, designed by the
nsa and standardized by ansi, iso and nist. This generator has two parameters;
there are very strong suspicions that the nsa has generated these parameters in a
special way such that they (and no one else) can predict future outputs from seeing
a single output string. The risk of a backdoor was pointed out in a presentation at a
conference in 2007, but the standard was only withdrawn after Snowden docu-
ments leaked in September 2013 referred to nsa’s Bullrun program, which
includes the undermining of crypto standards. Another type of backdoor is the
deliberate insertion of a side channel. For example, an encryption device could
deliberately leak information about the secret key through a timing channel.

Users and systems act upon information presented to them in clear. This implies
that the unprotected information is processed by a computer, which is very often a
complex device with several large integrated circuits and millions of lines of code.
It is beyond the state of the art to make a computer 100 percent secure. There are
many ways to get malware on a computer: through email attachments, malicious
websites, worms, Trojans, thumb drives or even through official updates of the
vendor. Sophisticated malware can then steal data and exfiltrate it through hidden
channels. Examples of such malware are the German Bundestrojaner and the fbi’s
Magic Lantern software. Over the last five years, highly sophisticated malware
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such as Stuxnet and Regin have been exposed; there are serious concerns that
many nations and organized crime will build on this leaked code and spread
advanced malware on a much larger scale.

Yet another way to get access to information on a computer is to add hardware
devices that extract information. The Snowden documents have revealed a trove of
data on nsa’s Tailored Access Operations (tao)6 and have given us a glimpse of
some of the devices developed for this purpose. One such device intercepts the
connection between the motherboard and the screen of a pc. A second type is
modified usb and Ethernet connectors that can be used to insert malware and that
work as wireless bridges, providing covert remote access. Some of these devices
are inserted by intercepting devices in transit from suppliers to customers, raising
the issue of supply chain security.

3 . 4 . 3 b a r r i e r s  t o  d e p l o y m e n t  o f  c r y p t o
Cryptographic operations have the reputation of being very cost-intensive.
However, computing power has progressed tremendously over the last decades,
while cryptographic algorithms have not become much more complex. Today, the
overhead in terms of computation of cryptography is low for most applications,
perhaps with the exception of cryptography for tiny energy-constrained devices
such as implanted medical devices. A cost barrier for cryptographic deployment is
the cost of key management; this includes not only key establishment but the full
life cycle management, which includes generation, revocation, archival and
destruction. Moreover, if you want implementations that offer a high security
level against physical attacks, the cost and complexity of the devices is rather high.

A second barrier to widespread use of cryptography is government-imposed limi-
tations; the most frequently used argument for this purpose is lawful access to
communicated or stored data. For cloud applications, it has been argued in sec-
tion 3.2 that cryptographic protection of user data is considered to be incompatible
with revenue models based on personalization and targeted advertising. The cur-
rent alternatives such as searchable encryption are computationally more expen-
sive and are more complex to deploy. Sophisticated cryptographic techniques for
computing on encrypted data and secure computation are substantially more
expensive at this stage than regular cryptography, and in some cases even com-
pletely impractical. It is expected that they will be restricted to niche applications,
such as medical data and selected government databases.

3.5 privacy engineering and big data

Privacy research as a field of study originated primarily as a subtopic in security
engineering. Its maturation over the years has led to a whole palette of ‘privacy
solutions’ that originate from diverse subfields of computer science, such as

66 e x p l o r i n g  t h e  b o u n d a r i e s  o f  b i g  d a t a



security engineering, databases, software engineering, hci and artificial intelli-
gence. From a bird’s eye view, all of these solutions address privacy using technical
means. However, a closer look reveals that communities of researchers and practi-
tioners rely on different definitions of privacy and on a variety of social and techni-
cal assumptions. As a result, they address different privacy and related concerns in
the context of Big Data. We will identify three predominant approaches and give
examples of how they apply to Big Data.

3 . 5 . 1 p r i v a c y  a s  c o n f i d e n t i a l i t y  ( p e t s )
The most popular conception of privacy relies on the binary that exposure of infor-
mation leads to loss of privacy, while guaranteeing the confidentiality of informa-
tion is a way to ‘preserve’ or ‘enhance’ privacy. Privacy solutions based on this
approach rely on this binary understanding of unwanted disclosures to unauthor-
ized parties as privacy violations. Hence, the capabilities of unauthorized parties
(also called adversaries) are an important driver in the design of privacy solutions.
These solutions intend to protect confidentiality of communications as well as
traffic data (also called metadata) from unintended parties. Precautions are also
taken to avoid inadvertent inferences from any data disclosed that could lead to
privacy violations. Solutions in this approach foresee the protection of the disclo-
sure of such data to all third parties, including the service provider itself. Many of
the techniques make use of the cryptographic mechanisms discussed above but
with the objective of protecting individual privacy rather than organizational
assets. This means that, at times, securing privacy may be at odds with the security
goals of the organization that is serving the user.

The emphasis on privacy leads to three important principles that are central to sol-
utions in the privacy-as-confidentiality paradigm:

Data minimization: Designing systems and mechanisms that limit disclosure of
information to that which is absolutely necessary for a given functionality.

Avoidance of a single point of failure: Abstaining from designing architectures for
information collection and processing with a ‘single point of failure’, that is, data
remains on users’ devices or is distributed across multiple entities that have to col-
laborate to solve a computational problem.

Openness to scrutiny: Keeping the protocols, codes and processes of development
that underlie the privacy tools open to public scrutiny in order to increase trust in
the privacy solution itself.

Privacy-enhancing technologies (pets) are those technologies that leverage all
three principles above. These principles are fundamental to developing technolo-
gies for anonymous use of Big Data services like Tor (cf. section 3.1), and for
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providing users with the option of using services without disclosing sensitive
data. pets are aligned with the objectives of constitutional protections of the right
to privacy more so than with the assumptions, principles and goals of data protec-
tion frameworks. Data protection frameworks put information stewardship
(‘accountability’) obligations on data controllers, who act as custodians of per-
sonal data. The notion of the data controller as a trusted party is ill at ease with the
anti-surveillance gist of constitutional privacy and privacy-as-confidentiality solu-
tions (Diaz et al. 2013). In fact, most pets function on the diametrically opposed
perception of the data controller as an adversary. Frequent security breaches, lack
of assurances of computations on the cloud as well as reports of data abuse by
companies have served to confirm the importance of solutions in this approach.

Typical examples of this approach include encryption tools to protect digital com-
munications discussed in section 3.2 as well as mechanisms to obfuscate user
entries so that the service provider cannot infer with certainty a user’s location,
actual search engine queries (Balsa et al. 2012) or writing style (McDonald et al.
2012). While many pets require service providers to take positive action, others are
collaborative applications: users collectively act as the service providers, without
the involvement of an actual data controller in the provision of the service. For
example, the Tor network relies on a decentralized architecture run by volunteers
to enable users to communicate anonymously. Multi-party computation (mpc)
techniques are another example of collaborative solutions that allow parties to do
data analytics without revealing their datasets to each other.

In addition to their role in upholding fundamental rights to privacy in the techni-
cal domain, pets can be essential to establishing trust in Big Data infrastructures.
Interesting examples are e-petition systems, which allow for anonymous partici-
pation but protect against fraud (Diaz et al. 2009), and privacy-preserving smart
meters, which allow users to benefit from smart meters while avoiding disclosure
of fine-grained meter measures to the service provider (Rial and Danezis 2010).
These solutions are key to citizens’ participation, when people regard anonymity
as a precondition to signing e-petitions or to responding to situations in which
people protest the intrusiveness of Big Data infrastructures, as in the case of smart
meters in the Netherlands.

Relatedly, privacy-as-confidentiality techniques are used to ensure accountability
in information systems (cf. section 3.2). Technically, accountability is often equated
with integrity of systems, for example, improving the accountability of services by
securing the integrity of (privacy-enhanced) system logs (Peeters et al. 2013). If
transparency of service provisioning becomes an important mode of protecting
privacy, such integrity measures will be key to auditing its infrastructures.
Recently, accountability of algorithms has also attracted attention (Felten 2012).
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Such mechanisms can be used, for example, to guarantee that users’ newsfeeds on
online social networks are not manipulated without the users’ awareness (Feld-
man et al. 2012), as was the case in the Facebook emotion contagion study that led
to an uproar from users and experts alike (Grimmelmann 2014; Kramer et al. 2014).

3 . 5 . 2 p r i v a c y  a s  c o n t r o l  ( c o m p l i a n c e )
In the privacy-as-control paradigm, researchers and practitioners focus on devel-
oping mechanisms to provide individuals with greater control over their data
flows and with technical means to enhance the ability of organizations using per-
sonal information to achieve data protection compliance. In this paradigm, it is
assumed that, in an increasingly networked world, personal information will have
to be disclosed. Hence, individuals must be empowered to make informed deci-
sions about using services. This can partly be achieved through greater transpar-
ency as well as increased control over personal information flows. In this approach,
organizations are expected to combine technical, legal and organizational means to
protect users’ data. In some cases, data subjects may not be users of the system
(e.g., patients in a hospital). Nevertheless, privacy-as-control solutions may be
instrumental in protecting subjects’ data in such systems.

In data protection legislation, data controllers and processors are expected to pro-
vide some transparency to data subjects about the collection and processing of per-
sonal information, typically communicated through ‘privacy policies’. Experience
has shown that the language of privacy policies is difficult for users to compre-
hend. Privacy researchers have studied ways to ease the burden of reading privacy
policies and improve their effectiveness through, for example, labelling mecha-
nisms comparable to those in the food industry (Kelley et al. 2009), as well as
designing machine-readable privacy policies that can be matched to user preferen-
ces (Cranor and Wenning 2007). Where interacting with a service implies sharing
information with multiple service providers, user agents have been proposed that
make (semi-)automated decisions regarding the acceptability of the associated pri-
vacy policies (Langheinrich et al. 2002).

The enforcement of promises made in privacy policies can be formalized using
machine-readable privacy policy languages and applied using policy enforcement
mechanisms (Petkovic et al. 2011) that provide organizations with technical con-
trols over appropriate use of data. Recent work has addressed the use of policy lan-
guages to ensure that all providers involved in provisioning a cloud service comply
with the user-facing legal privacy policy (Breaux et al. 2014; Sen et al. 2014).

Privacy policy languages can also be used to express user privacy preferences in
context. Mechanisms for this purpose, often called ‘privacy settings’ (Johnson
et al. 2012), are proposed that are closer to the users’ mental models of services.
Studies have shown that users are better served if privacy controls are set to
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privacy-friendly defaults (Angulo and Wästlund 2013), but that these defaults may
vary across users and contexts. Given the mental load of managing multiple serv-
ices, researchers propose using machine learning to assist users in keeping their
privacy settings up to date and fit to their needs (Sayaf and Clarke 2012). Data ana-
lytics have also been proposed to semi-automatically extract the main tenets of
privacy policies in order to assist users in making privacy decisions (Sadeh et al.
2014; Schaub et al. 2014).

Data subject access rights  i.e., the ability of data subjects to access, rectify or
delete the data collected by a service provider  is another challenging requirement
in Big Data infrastructures. Some service companies have proposed privacy dash-
boards (Google 2015) and identity management schemes (Chadwick 2009;
Bhargav-Spantzel et al. 2007). These solutions aim to make the personal informa-
tion held by (multiple) service providers transparent to data subjects. They also
integrate reasonable controls over the collection and future use of this informa-
tion. These mechanisms are increasingly important in SaaS, where users have to
manage dozens of identities. However, the protections that identity management
schemes provide are limited: many service providers will only make transparent
information that has been volitionally disclosed by the user, not disclosing all the
data captured through service use. Furthermore, ‘anonymous’ or aggregated use of
data for analytics (e.g., profiling) is typically not made transparent since such data
is no longer considered ‘personal information’.

The claim that anonymizing data provides sufficient protection to individuals is
misleading, however. Database anonymization consists of mechanisms to manip-
ulate datasets so that a privacy requirement is fulfilled  e.g., individual users can-
not be re-identified  while retaining maximum utility of the dataset. Research on
databases has shown that even the most elaborate anonymization techniques do
not provide sufficiently robust guarantees. Analysts may (inadvertently) recover
the supposedly unlinked identities or find additional information about these data
subjects by using auxiliary information (Sweeney 2002; Kifer and Gehrke 2006;
Domingo-Ferrer and Torra 2008; Narayanan and Shmatikov 2010).

Differential privacy, an increasingly popular technique, avoids some of the known
formal weaknesses of database anonymization by redefining the protection affor-
ded using the technique. It ensures that only a limited amount of additional risk is
incurred by participating in databases. In other words, the information that can be
inferred from the dataset can be inferred regardless of whether a specific person’s
data is in the database. Differential privacy can be guaranteed independent of the
computational power and auxiliary information available to an adversary (Dwork
and Smith 2009). As a result of the way differential privacy lends itself to automa-
tion and quantification of privacy protection (Erlingsson et al. 2014), it is likely to
gain in popularity in the context of Big Data services.
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3 . 5 . 3 p r i v a c y  a s  p r a c t i c e  ( t r a n s p a r e n c y  a n d  f e e d b a c k )
In privacy as practice, engineers and designers focus on socio-technical designs to
improve users’ agency with respect to privacy in social settings. This approach
captures privacy matters that arise from the mediation of communications, for
example, between peers or in a workplace. These concerns are related to but often
distinct from concerns about organizations collecting and processing data (privacy
as control) or unintended observations that can be made by unauthorized parties
(privacy as confidentiality). The social computing perspective, in which informa-
tion systems are seen as facilitating social interactions, informs the methods and
techniques used in this approach. The idea is to design systems that respect social
norms with regard to information flows (Nissenbaum 2009) and that address pri-
vacy in the context of collective information practices (Palen and Dourish 2003).
Techniques include providing users with feedback about system functionality as
well as making transparent the potential impact of complex information systems
on individual and social privacy, for example, addressing matters of
discrimination.

Design researchers focus on supporting users in developing good privacy practices
with others over time. If the consequences of users’ actions can be made trans-
parent to them, they may be able to make better decisions about their future
interactions. Similarly, users may learn from their (mediated) social surroundings:
information about how other people manage their privacy settings may provide
guidance to the users. ‘Socially translucent systems’ using visibility, awareness and
accountability of users’ actions among peers can make it easier for users to create,
notice and conform to social conventions (Erickson and Kellogg 2000).

Behavioural economists study how collective privacy practices can be improved at
the level of individual decision-making. A number of studies point to failures in
individual decision-making as the source of many social privacy problems that
arise when using applications. These show that users systematically fail to cor-
rectly estimate privacy risks (Acquisti and Grossklags 2005) and to match their
privacy preferences to their actual behaviours (Berendt et al. 2005). These failures
motivate the exploration of design mechanisms that aid users in making better pri-
vacy decisions, especially when they lack complete information, are subject to cog-
nitive and behavioural biases and are uncertain about the outcomes of their deci-
sions. All in all, given the multitude of decisions using dozens of services, users
may simply experience cognitive overload. In order to address these problems,
interface improvements and corrective feedback mechanisms that aspire to make
the potential effects of an action more visible have been explored. In one solution,
users are able to view their effective permissions as they change their privacy set-
tings (Lipford et al. 2010); in another, they are aided by recommender algorithms
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that predict the privacy setting preferences of users in their context (Xie et al.
2014); and in yet another, crowdsourcing is used to improve the performance of
recommendations for default privacy-friendly settings (Lin et al. 2014).

From these examples, it seems evident that the increased use of data analytics to
aid users with the immense cognitive overload of data flows in the cloud is inevita-
ble. Ironically, this means that data analytics can also be seen as a tool to address
potential privacy violations due to automation, and, in some cases, due to data
analytics itself. However, even when serving users, these algorithms need to be
made transparent and accountable. Furthermore, in addition to methods to ensure
algorithmic accountability discussed earlier, in the privacy-by-practice approach,
we find techniques that focus on making data-mining algorithms more transpar-
ent (Pedreshi et al. 2008) and fair (Dwork et al. 2012). The objective, therefore, is
not only to make sure that the algorithms function as expected, but also to address
societal harms resulting from the discriminatory impact of automated profiling
and decision-making (Barocas and Selbst 2014).

3.6 challenges to regulation by design in assuring
privacy and security in big data

Privacy by design, a concept that has risen to prominence over the last twenty
years, is an instantiation of regulation by design: the act of embedding certain stan-
dards into design in order to foster social outcomes. Regulation by design has been
gaining traction in policy circles (Yeung 2014). This is particularly true in address-
ing privacy and security in information and communication systems. The ambi-
tions of regulation by design are in line with the aspirations of information system
engineers to specify and implement systems that will reach a desired outcome in a
specific environment (Zave and Jackson 1997), promising a natural match between
policymakers, computer scientists and practitioners. Next, we will address some
of the challenges associated with these nascent fields of regulation-by-design.

Providing normative guidance in substantive protection of privacy
In the context of privacy by design, the plurality of privacy concepts in law and
technology has had positive and negative consequences. Privacy is a ‘contested
concept’: it involves endless disputes about its ‘essence or central meaning’ that are
both paramount and central to the term itself (Mulligan and Koopman 2015).

In fact, the vagueness of the term ‘privacy’ functions as part of its strength and
allows the concept to be leveraged for the protection of individual and social pri-
vacy in very different contexts. Technically speaking, this has led to the impressive
palette of privacy solutions sketched in the previous sections. Ideally, the solu-
tions from the various approaches can together help address privacy and data pro-
tection compliance through technical means in Big Data settings. However, the
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lack of normative guidance has meant that organizations collecting and processing
data often deploy privacy solutions selectively. Experience suggests that the pre-
ferred solutions can lean towards cosmetic changes in public-facing interfaces
rather than fundamental changes to system architectures (Bonneau and Preibusch
2010). Reasons for favouring cosmetic changes vary. First, interfaces are where the
rubber meets the road: ‘creeping out’ users with intrusive systems can easily jeop-
ardize the systems’ future success. This incentivizes organizations to manage pri-
vacy expectations and perceptions at the interface level. Second, there is path
dependency: if the underlying infrastructure is built upon personal data markets
and surveillance as its driving (economic) forces, those building services above the
infrastructure will be hard pressed not to replicate and reinforce these aspects.

It is possible to address these challenges by providing normative guidance and
incentivizing the implementation of privacy technologies. Such guidance can stip-
ulate that organizations go beyond cosmetic and procedural measures in order to
achieve effective protections and could require the deployment of technical meas-
ures across the layers of Big Data infrastructures. The path dependency and cen-
tralization of services in the hands of a few players can be turned to an advantage
by promoting the integration of privacy technologies and cryptological advances
in the underlying cloud infrastructure, and by requiring similar steps to be taken in
service agreements.

Supporting privacy and security by design in infrastructure
At least since the Snowden revelations, it has become clear that privacy and secur-
ity on the Internet must be addressed at the infrastructure level, a matter that has
so far been neglected. Technology standards are a prime example of technological
infrastructure of grave importance for privacy and security. In 1990, for example,
the ietf decided that all standards documents (known as rfcs) should include
security considerations. This led to increased attention to matters of security in
rfcs. Initiatives are currently being launched to address privacy considerations in
internet standards (Doty 2015), but this work is led by a few volunteers and needs
to be supported more generously. Similar initiatives should be considered for other
infrastructures such as browsers, cell phones, telecommunication networks, and
wireless standards.

In the current regulatory and market landscape, organizations often get away with
deploying intrusive systems. Because of how service provisioning in Big Data
infrastructures has been reconfigured, it is difficult for policymakers and the gen-
eral public to experience, recognize, understand and reasonably react to intrusive
practices. Privacy violations may also emerge from the interaction of different
services. Privacy and security researchers can play an important role here in identi-
fying potential privacy problems due to the way information systems are imple-
mented in practice. Examples of such research include studies of intrusive web and
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phone tracking (Acar et al. 2013), showing risks of re-identification in anonymized
datasets (Sweeney 2002; Narayanan and Shmatikov 2008), and exposing discrimi-
nation in data analytics (Hardt 2014). This work is invaluable for generating public
discussions and developing appropriate regulation mechanisms. In this context,
it is also likely that organizations running intrusive systems will resort to counter-
ing such studies. This makes it necessary to protect independent studies of cur-
rently deployed systems.

Reconciling conflicting regulation-by-design projects
Cyber security is another growing regulation-by-design project. A closer look at
the current proposals in legal and technical projects to improve the cyber security
of critical infrastructures suggests that these policies actively contest some of the
assumptions that undergird traditional security and privacy engineering practice.
Most significantly, the current cyber security strategy sees resilience rather than
classic security as its main objective. It is argued that “it is very difficult to retrofit
trust mechanisms into the Internet” and, hence, impossible to achieve dependable
security using preventive mechanisms (Executive Office of the President National
Science Technology Council 2011). Instead, a unified approach in partnership with
private and public organizations is called for that rests on the application of ‘game
changing’ pre-emptive security techniques for guaranteeing resilience (Executive
Office of the President National Science Technology Council 2011).

According to the us Strategic Plan for a ‘Trustworthy Cyberspace’, resilient serv-
ices are those that can ‘fight through, survive and recover’ from attacks. For this
purpose, the development of capabilities to learn from past attacks using data ana-
lytics in order to mitigate future ones is seen as necessary (nitr 2014). These tech-
niques are designed to enhance the availability of systems, often at the cost of con-
fidentiality and integrity guarantees, if necessary. Most importantly, protection of
confidentiality of information is seen as secondary to methods that provide ‘sys-
tem agility, diversity and adaptability’. For example, it is argued that adaptability
can be achieved through intensive surveillance and pre-emptive filtering of
undesirable activities on networks and the dynamic redistribution of data across
cloud computing networks. Integrity guarantees can also be sacrificed in order to
increase the cost and effectiveness of attacks; for example, cyber-deception and
obfuscation techniques are proposed to decrease the replicability of attacks across
systems. However, sacrificing integrity may come at the cost of the mechanisms
proposed for achieving accountability in Big Data infrastructures.

In addition to the implementation of the proposed technical plans, legislation
such as the recent Cyber Intelligence Sharing and Protection Act (cispa) bill in the
United States (114th Congress 2015) foresees a unified action plan for sharing infor-
mation between service providers and federal agencies about system vulnerabili-
ties, cyber threats and attacks. Companies that participate in cispa will be granted
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immunity even if they violate privacy and data protection laws. The European
Network and Information Security (nis) Directive is advancing along the same
lines. These legal proposals demonstrate that cyber security agendas on both sides
of the Atlantic are moving policies toward a resilience model that prioritizes sur-
veillance and deception as methods of protection at the cost of privacy and civil
liberties.

If these proposals materialize, we will very likely experience a sea change in secur-
ity practice and research. This change is likely to affect the feasibility of success-
fully developing technical approaches to privacy: currently these contradictory
regulation-by-design projects implicitly encourage computer scientists to make an
either-or choice between privacy and surveillance. The conflicts between privacy
and cyber security regulation should be attended to at the policy level. The impres-
sive efforts to train cyber security professionals should be equally reflected in
capacity-building for privacy professionals.

In summary, privacy and security by design can play an important and positive
role in Big Data. The success of regulation by design in this context depends on a
comprehensive understanding of the information systems that we want to build;
public and expert understanding of associated privacy problems in Big Data infra-
structures; and the evaluation of appropriate technical, legal and organizational
measures to address these. In ensuring the success of privacy and security by
design, various parties have argued for the importance of using market incentives.

Governments can also play an active role by participating in a market for such tech-
nologies. In this context, innovation procurement can be explored as a way to
increase the prominence of such technologies (Edquist and Zabala-Iturriagagoitia
2012). At the end of the day, the success of privacy by design will hinge upon con-
sistently upholding it alongside potentially competing projects like cybersecurity.

3.7 big data’s unique challenges to privacy and security
by design

We will finally discuss ways to address the challenges specific to Big Data infra-
structures, data analytics and cloud services that we identified in the introduction.
Most recommendations are about encouraging or regulating the use of existing
privacy and encryption technologies, while others point to the need for further
research on articulating and addressing the problems associated with Big Data
technologies:
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1. Data confidentiality:

– Privacy-as-confidentiality solutions can help ensure that services can be
offered without collecting unnecessary data on the server side. Crypto-
graphic techniques can be useful in making sure that unintended and
unauthorized parties cannot easily access this data and that parties can per-
form collaborative computations without centralizing or disclosing sensi-
tive information to each other, while benefiting from Big Data infrastruc-
tures.

2. Intensification of identity management and tracking:
– Privacy-as-confidentiality solutions can help enable anonymous use of

services despite intrusive tracking practices. The use of pets as personal
protection should be promoted but is not sufficient to address the negative
consequences of the current tracking infrastructure. Privacy preserving
mechanisms can also be developed for license tracking without user track-
ing.

– Many trackers claim that their practices are not intrusive because they do
not collect personal information or because they use data anonymization
techniques. Applying data anonymization may not be sufficient to address
all the problems associated with the increased application of tracking and
data analytics. Even after data anonymization, given the powerful advances
in machine learning today, a company may infer sensitive information
about a person from commonly observable attributes, such as shopping
patterns associated with early pregnancy (Wagstaff 2012). Organizations
are increasingly acting on such uncertain inferences, raising questions
about responsible use of data analytics (Ellenberg 2014). Even the mathe-
matical guarantees afforded by differential privacy fail to address the wide
variety of problems associated with the quality of the information used for
profiling, the resulting future opportunities users are offered or the way
people are treated (Barocas and Nissenbaum 2014) as a result of automated
decision-making. Policymakers can leverage existing research and commis-
sion empirical studies to inform the development of constructive rules
limiting or regulating the use of ubiquitous tracking.

3. Reconfiguration of service provision:
– Cryptographic methods can be applied to increase the accountability of

cloud services and data analytics algorithms, allowing individuals and
organizations to share data with others more confidently.

– If data must flow to multiple service providers, privacy-as-control solu-
tions can be used to make transparent where information is flowing and for
what purposes. Policy languages and enforcement schemes can be applied
within and across services.
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– Case studies of service provisioning are needed to identify practices that
negatively impact users and define best practices, e.g., limitations on rapid
feature release in services.

4. Integrity of user devices, servers and algorithms:
– Secure logging and mechanisms for algorithmic accountability can provide

ways to make Big Data and SaaS practices more transparent to oversight
boards, civil society and regulatory bodies as well as end users.

– Privacy-as-practice solutions can be used to support users in managing
services in their social settings and to provide the public with greater
knowledge of the societal impact of services and Big Data infrastructures.

– With the integration of services and the Internet of Things, and the
increased influence of data analytics in everyday life, data-centric defini-
tions of privacy violations may prove insufficient. We are beginning to see
privacy violations that result from having access to persons and actively
influencing their behaviour (Singer 2015) through control over their
‘things’. Internet-of-Things applications can be used to manipulate users’
behaviours (e.g., Pavlok), manage health and fitness (e.g., Fitbit) and organ-
ize learning (e.g., Muse). These systems ‘access’ individuals through data,
but the resulting manipulation of behaviour may give rise to ethical con-
cerns as well as violations of privacy and autonomy. Finally, user devices
are increasingly controlled by companies for security and ‘convenience’
reasons, limiting users’ ability to control, maintain, or fix their devices.
The lack of autonomy over your own ‘things’ is likely to raise questions
about fundamental freedoms. These issues require urgent attention in
research and policymaking.

5. Ethics of experimenting with user populations for service optimization:
– Some experts argue that data analytics must be explored further as, with

the volume of current datasets, classic tests for significance of results are
likely to be misleading, resulting in false correlations. Hence, experts rec-
ommend experimenting and exploring the patterns found in such datasets,
in the wild if possible (George et al. 2014). The increased use of these meth-
ods means that, in many instances, populations, cities and regions are sim-
ply seen as ‘fields’ or laboratories for experimentation (cusp 2015).
The uproar against the recent ‘emotion contagion study’ on Facebook sug-
gests that measures will need to be taken to avoid using data analytics for
population experiments. Ideally, only methods that have achieved a certain
level of maturity should be released to affect large populations. Measures
should be taken to allow for informed participation in such studies, and for
providing due process in case of undesirable consequences and harms.
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– We generally lack professional and ethical guidelines for data analytics.
Collaboration with computer scientists and professional associations can
be leveraged to develop technical best practices and regulatory mecha-
nisms. Some of these practices can be standardized. Regulatory frame-
works that build on the precautionary approach may also be leveraged to
deploy machine learning on populations in a responsible, transparent and
accountable manner (Narayanan et al. 2015). Scholars working on this topic
have invited us to ask at least some of the following questions (Hildebrandt
and Vries 2013): Whom do we collect data from? Under what conditions?
How is this data organized and cleaned up? By whom? How is the appro-
priateness of this data evaluated? How are vulnerable communities and
minorities treated throughout the process? What algorithms are selected?
Why? If different algorithms return different results, who decides which
one is to be selected? For every benefit analysis, is there also an analysis of
the costs to the communities affected by the data analytics? In current prac-
tice, many of these questions are answered by using ‘common sense’, if at
all. Addressing these questions requires privacy technologies, but also
good engineering practice, ethical reflection, public discussion and robust
policies that integrate these questions into the data analytics process.

In conclusion, privacy technologies are fundamental to enabling good Big Data
infrastructures. None of the five challenges listed above are new, but they appear in
new configurations and at a different scale in the context of Big Data. The centrali-
zation inherent to Big Data infrastructures, however, means that there is a poten-
tial for making more effective changes at these central nodes and at the level of
infrastructure. Normative guidance on privacy by design in Big Data settings
should stipulate going beyond cosmetic and bureaucratic measures and should
include the deployment of technical measures across the layers of Big Data and
cloud infrastructures. The deployment of privacy technologies should be coupled
with evaluation mechanisms that will help feed the development of best practice
and regulatory mechanisms. The conflicts between privacy and cybersecurity reg-
ulation should be attended to at the level of policy, and training efforts for cyber-
security professionals should be equally reflected in capacity-building in privacy
professionals. Finally, attending to the ethical challenges raised by experiments
with user populations requires focused and interdisciplinary attention, as well as
greater participation of civil society. While technical means will continue to be
developed to address them, these issues require greater expertise and public opin-
ion than is currently available.
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notes

1 Diginotar was compromised in 2010: a hacker managed to subvert its system and issue false

certificates. Diginotar went out of business shortly after the breach was made public.

2 See www.gnupg.org.

3 See www.eff.org/secure-messaging-scorecard.

4 des with a 56-bit key, rsa with a 512-bit key, and ecc with a 112-bit key.

5 See www.cryptolaw.org.

6 See http://leaksource.info/2013/12/30/nsas-ant-division-catalog-of-exploits-for-nearly-

every-major-software-hardware-firmware.
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PART II

empirical perspectives on big data





4 policing, big data and the
commodification of security

Gemma Galdon Clavell1

Security (social, legal and otherwise) has been one of the great achievements of the
modern era. However, the challenges of providing security services and of making
people feel safe change across times and cultures. Recently, the proliferation of
technological solutions and devices is not only modifying the face of policing but
is also bringing about broader social changes that influence our society’s under-
standing of what constitutes security. The next few pages are an attempt to link the
recent evolution of policing and security provision with the possibilities and risks
of new technologies and Big Data solutions.

4.1 policing and security in the late 20 t h  century

After the fall of the Berlin Wall in 1989, the new global scenario brought a novel
geostrategic balance and an innovative public management agenda. This was
known as ‘new public management’ (npm), and was based on public choice theory
and managerialism. Since then, market principles have permeated the public
agenda in its entirety (O’Malley 1997; O’Malley and Palmer 1996), first in the
United Kingdom and the United States and later in most oecd countries (Gruen-
ing 2001). Many public bodies have chosen to separate the provision of public serv-
ices from the production by contracting out, either by privatizing services or by
creating public-private partnerships (ppps). The logic of these shifts was, and still
remains, economically and operationally driven: it is a way to reduce costs, pro-
mote decentralization and gain a greater role for citizens in certain services. In this
context, as the symbolic importance of the public realm diminishes, responsibility
is shifted away from the government and onto the people, thus encouraging citi-
zens to play a larger role in taking care of themselves and their property. This has
had a tangible impact on policing and security.

In the 70s and 80s, increasing crime rates and an overall erosion of the traditional
social control mechanisms that are characteristic of individualized societies (Jones
and Newburn 2002) put an immense pressure on budgets. This subsequently led
to an increasing demand for efficient policing. This shift was coupled with growing
appeals for community involvement, participation and police collaboration to
achieve the goal of maintaining safety, especially at the local scale. This was also the
period in which criminologists began to identify a new problem: the feeling of
insecurity as a phenomenon independent of objective insecurity stats. Although
many violence-related risks disappeared in this period, people still expressed grave
fear of crime which exists externally to the possibility of being a victim of a
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criminal act. The general climate of insecurity, the media and the ‘signal crimes’
(crimes of great media impact) emerged as decisive factors in the demand for citi-
zen security in much of the Western world, especially in large cities.

Understanding the highly subjective experience of insecurity has allowed for the
development of more comprehensive, community-based policies which are struc-
tured around the central ideas of improving community components, solidarity
and collective efficacy over police intervention. It was within this context that
Wilson and Kelling published a theory in 1982, known as ‘Broken Window
theory’, which would prove to have a profound impact on the security policies of
the next 20 years and also inspire contradictory developments in the field. Accord-
ing to these authors, urban disorder in the form of neglect and abandonment of
public spaces, attracts antisocial and criminal behaviour. It suggests that in order to
reduce violence, law enforcement should identify triggers that often escalate to
large problems, and intervene with force before a harmful event occurs. In this
sense, the tenants of the theory are ‘repressive interventions’ and ‘preventative
action’, and both should be undertaken in order to reduce urban disorder and
crime rates.

Over time, it has become apparent that these developments are especially felt at
the local level and in local policy, more so than in the national, regional or federal
sphere, where this relaxation of the public ‘monopolistic’ role concerning the use
of force is taking more time to permeate the public agenda. In the 1990s, cities
increasingly ceased to be recipients or ‘enablers’ of national, regional or federal pol-
icies, and instead sought to become major actors and agents in international poli-
tics and global change (Gilling 1999; Cochrane 2007). The victory of Rudolph
Giuliani in the nyc elections in 1993 was the first example of the way in which cit-
ies and security forces directly relate to urban insecurities. With the help of leading
transnational security consulting firms, the nyc security agenda  based on both
the Broken Windows theory (Wilson and Kelling 1982) and a ‘zero tolerance’
approach to urban disorder  made its way to the global security agenda (Dixon
and Maher 2005; Mitchell and Beckett 2008). This happened at a time when most
Western cities were beginning to claim a newly-found leading role in the regula-
tion of social conflict and disorderly behaviour (Cochrane 2007).

This process of decentralization, however, coexists with the emergence of ‘global
policing’. Through icts, shared databases and personnel exchange, global surveil-
lance and policing networks are deployed to enhance prosecution of transnational
crime. In this context, Europol and Interpol agencies are key examples of security
organizations aiming to overcome the problems that arise when the police is con-
fined to national borders. Despite this global reach, police forces in Europe con-
tinue to be fragmented due to geographical, functional, historical, cultural or
administrative factors. In many countries, several police forces with overlapping
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functions coexist (Mossos d’Esquadra, Ertzaintza, Guardia Civil and local forces in
Spain; Carabinieri and Polizia di Stato in Italy; Bundespolizei, Landespolizei, etc.
in Germany; or Police Nationale and Gendarmerie Nationale in France). eu police
forces, therefore, are experimenting contradictory changes and pressures, with the
local and the global taking prominence over the national, which had traditionally
been the space for the monopoly of the use of force.

Besides the potential interconnection of functions and competences, an important
question emerges around the issue of information exchange. Security is a signifi-
cant area of sovereignty which member states are hesitant to delegate to the eu.
This means that the information gathered by certain security forces is often
inaccessible to other agencies, thus increasing required effort and decreasing effi-
ciency. Data sharing among eu countries may bring valuable insight to nations.
However, there are issues of national sovereignty, the protection of one’s own citi-
zens under the precepts of national legal frameworks and matters related to ethics
and privacy that emerge as extremely complex and controversial. There is a com-
plex balance which each country must grapple with, and so far, in practice, data
sharing among eu law-enforcement agencies continues to be more of an aim than a
reality.

In this context of data splintering, privatization processes may introduce addi-
tional forms of fragmentation. As private companies grow and the number of
security businesses increase, there is an expanding amount of security-related
information spread across a broadening number of organizations. This distribu-
tion of resources across a large range of actors can provide access to new sources of
data, but it also leaves organizations without a centrally accessible system. With-
out clear legal frameworks, sharing protocols and data-sharing technologies, the
complexity of the new public-private data sharing systems could worsen access to
useful information, and not the other way around.

Overall, the combination of budget constraints, city-led decentralization, demand
for greater citizen involvement in policing activities, commodification and the
need to a landscape of deep decentralization (at both the global and data level) has
fundamentally transformed the nature of policing and security in most Western
societies. The main trends that can be observed in policing and security provision
since the late 90s are explored in the following sections and can be summarized as
follows: an increased blurring of the lines between defence, policing and intelli-
gence; an increased emphasis on data and prediction (as opposed to prevention);
and an increasing reliance on technological solutions to increase efficiency. These
developments intensified after two notable events: the 9/11 attacks on the
Twin Towers in the us and the increasing commodification of security. The latter
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is a novel phenomenon in which security is heightened in order to face a global
threat which manifests itself locally, irrespective of geopolitical boarders and
divisions.

4 . 1 . 1 h y b r i d i z a t i o n :  t h e  b l u r r i n g  l i n e s  b e t w e e n  d e f e n c e ,  p o l i c i n g
a n d  i n t e l l i g e n c e
Traditionally, States and the military dealt with defence policy, while local author-
ities acted as enablers of centrally-decided police and crime prevention lines of
action (Gilling 1999). However, interrelated phenomena such as the increased
powers at the local level, Zero Tolerance practices, the global War on Terror and
the drive to fortify cities and borders against powerful, unpredictable, global ene-
mies of the Western ‘way of life’ (Graham 2010) have been increasingly blurring
the lines between defence policy, crime prevention and intelligence, especially in
urban environments. Trapped between global threats and growing local fears,
cities are increasingly the spaces where the boundaries between homeland security
and community safety collapse, where the elimination of risk and the other
become an omnipresent electoral promise and social expectation, and where pub-
lic space is securitized and re-moralized (Cochrane 2007) in the name of law
and order.

In many cases, the rhetoric around security shifts between terrorism, crime and
incivility with an incredible ease. Devices once only used against foreign military
threats, such as legal tools, control mechanisms and rationales of action, are now
deployed within cities to give people a sense of security in their everyday use of
public space. In the same way, the outcry for security at the community level rein-
forces a tougher approach to issues related to defence and international security.
cctv cameras and biometric identification are tools being used to fight terrorism,
but also to prevent theft and anti-social behaviour. Although this is an example of
function creep, and the legal, ethical and policy implications are seldom acknowl-
edged, society’s use of these technologies is growing rapidly, blurring the lines
between previously-separated phenomena through the deployment of similar
technologies.

In this new reality, rationales and powers usually deployed beyond national bor-
ders and against global threats find their way to the management of urban scenar-
ios, and roles traditionally responsible for dealing with law-breaking are increas-
ingly asked to address complex social matters. As social problems increasingly fall
within the purview of local authorities, the police are now asked to monitor and
fine deviant or ‘annoying’ behaviour and to intervene as social-penal agents
(Wacquant 2000). At the same time, city dwellers witness an enormous increase
of (armed) private security to control access to shops, public transport and special
events.
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This blurring of lines also happens between police forces and intelligence agencies.
Law-enforcement agencies used to rely on information that was passed on to them
from the intelligence services, but with growing fears and technological possibili-
ties at the local level, this top-down approach no longer holds. Today, police forces
collect and analyse information just like intelligence agencies would, looking for
patterns and trying to predict future events. Intelligence-led policing has made it
to most Western police policies, imposing an ‘analysis-driven approach to deci-
sion-making’ (Ratcliffe 1998: 4) that demands a command of sources much greater
than that necessary to fulfil a traditional, reactive police role.

This means, on the one hand, that data has become essential in police work, both
in terms of investigation, intervention and evaluation (the quality of all police
work is measured from an intelligence perspective, and intelligence-led policing
has become the template for police work in many countries and cities). It also
means that police officers are being converted to intelligence actors and intelli-
gence material ‘users’, as policing becomes an ‘informationalized’ activity (Loader
2002: 142). The police have been resorting to ever more sophisticated surveillance
technologies in recent years and have been granted much more intrusive investiga-
tive powers in order to use them. In doing so, the Police have brought their modus
operandi closer to that of intelligence agencies. This process has not only brought
intelligence into policing but has also shifted the intelligence focus towards mat-
ters of internal security, calling into question the need for such traditional divi-
sions to continue to exist (Završnik 2013).

4 . 1 . 2 p r e - e m p t i o n  a n d  p r e d i c t i o n
This new paradigm, in which the definition of security is enlarged to find risks and
threats in a myriad of scenarios, local and foreign, finds its logic in the politics of
pre-emption. While outlined as doctrine in the 2002 us National Security Strat-
egy, the idea of anticipatory action in cases of urban disorder had been guiding
domestic policing for several years before the 9/11 attacks. The ‘preventionist con-
sensus’ finds its recent origins in the Broken Windows theory put forward by
Wilson and Kelling in 1982. What is interesting here is that, whereas focusing on
maintaining order, looking after the physical environment and caring about some
people’s ‘quality of life’ spells care and proximity and can be seen as an attempt to
build more democratic and representative police forces (O’Shea 2000), this same
rhetoric is underpinning harsh ‘zero-tolerance’ and ‘three strikes’ sentencing
approaches.

Going beyond the original analysis laid out in the Broken Windows theory,
the policy adaptation of the general principles laid out by Wilson and Kelling has
stressed pre-emption and proximity, but reducing them to the role of the police
forces has tended to privilege harsher sentencing and increased disciplinary pow-
ers over welfarist measures. Therefore, the Broken Windows theory seems to have
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informed a rhetoric of prevention, community, partnership and empowerment,
while at the same time providing the logic for an increase in the repressive and pre-
emptive tools of the police.

In the field of public policy, the idea of network management, participation and
multi-level governance assumes that, in the transition between the traditional
local government model and the urban governance paradigm, public roles go from
imposing and regulating to leading and enabling, and government instruments
move from regulation and sanctioning to participation and co-management
(Blanco 2004). If we pay close attention to the reality of policing and tackling
crime and disorder, however, what we find is a new-found emphasis on the tradi-
tional roles and tools together with a rhetoric of governance. In the post-9/11
world, community police seems to be less about policing for the community and
more about policing the community –just in case.

This focus on pre-emption and prediction has heightened after 9/11. A lower toler-
ance for risk and uncertainty at a societal level has meant that the current demand
to stop harmful events before they happen is widespread and popular. This search
for certainty often relies on an overtly optimistic belief in the possibilities of tech-
nological solutions when it comes to drawing patterns and predicting events
before they happen. Equipped with a myriad of gadgets, the security forces of the
21st century seem convinced that Big Data can  and will  predict the future.

4 . 1 . 3 t h e  i m p a c t  o f  t e c h n o l o g y
Technology has been at the centre of many of the police-related developments of
recent years. However, budget cuts and growing security concerns in a globalized
society have increased this trend, pushing towards an increased ‘informationaliza-
tion’ of the police and security forces (Završnik 2013). Technology has always been
present in policing: pictures of suspects were used by the police quickly after the
invention of photography, and the first cctv cameras for security purposes were
introduced in the 1950s, for instance. Databases have also been used for a long time
in police departments, initially in the form of physical files and more recently in
digital form. Back in the 80s, and through crossing different sources of data using
computers, using statistics and figures to produce crime maps, and geolocating
different categories of events on these maps, police officers began to realize that
patterns could emerge, intelligence could be derived and more efficient security
services could be provided. In the 21st century, however, the possibilities of new
technologies seem endless.

The current economic crisis has turned towards a path of political discourse based
mainly on the reduction of public budgets. To maintain the current level of serv-
ices, there is a need to increase the efficiency and efficacy of public administration,
avoiding unnecessary expense and maximising the impact of the services
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provided. In this context, the introduction and use of it applications is one of the
solutions of choice to help to cut costs and administrative procedures. All in all,
the combination of increasing pressure on budgets; more availability of new tech-
nologies and data; the need for immediate, ‘tangible’ solutions to growing insecur-
ities; a general belief in the ‘neutrality’ of technology solutions; and the optimism
surrounding technology’s ability to solve social challenges found in public dis-
course, is likely to drive and intensify this process of informationalization of the
police and security forces.

This is both an opportunity and a challenge. New technologies are an opportunity
because they can improve procedures and outcomes. However, introducing tech-
nological processes in public administration is no easy task. Technologies can pro-
duce significant changes in police agencies, but these changes may have unantici-
pated and collateral consequences for organizational structures, functions, goals
and mandates (Manning, 1992). Therefore, special attention should be paid to mat-
ters of information sharing, training and coordination of operators, communica-
tion, clear management structures and roles, leadership and intelligence.

There are several ways in which security companies and organizations may use
information and icts to be more competitive. The list of information sources may
include:
– statistics (e.g., predictive policing systems, criminal records);
– sensors (cctv, smart cameras, unusual activity detection, smart city devices,

etc.);
– biometric records (fingerprints, dna, etc.);
– mapping: Geolocalization of minors and elderly people, pedestrians flow, traf-

fic heatmaps, etc.;
– license plates records;
– mobile devices: Automotive Navigation Systems, mobile phones;
– private and public e-services: e-shopping, social media activity, e-mail, im,

e-government;
– ‘Internet of Things’: wearables, smart devices and home automation, etc.;
– citizen and customer records: financial records, passenger name records, crimi-

nal records, vehicle records, tax information, paying information.

The use of ict in policing is aimed at fighting major security threats such as terror-
ism and organized crime, but also petty crime. Regular crime (Pleasance 2014) or
online offensive comments (Sawers 2015) might also be addressed with the sup-
port of digital resources. Online and offline resources can be combined to enhance
investigation results: for instance, fingerprints obtained at a crime scene may lead
to an official name and date of birth; this name can be linked to numerous addi-
tional records like credit card utilization, telecommunications, travelling routines
or online social network activities. As all these pieces of information are owned by
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different public or private organizations, it is of the utmost importance that coop-
eration through data and metadata transfers is adequately regulated through sound
protocols and policies which guarantee the accomplishment of individual rights
and ethical standards. Security organizations must deal with a wide range of
threats and risks (from Advanced Persistent Threats to regular crime), which
require different intervention levels (international, domestic, local…) as well as
varying degrees of resource allocation.

While all these technologies carry the promise of more efficient policing and pre-
dictive analytics, over-reliance on technology in the field of policing is problem-
atic. Issues related to the legality, ethics and social acceptability of the technologi-
cal processes developed, as well as training and understanding of technological
biases are still open to discussion.

This is especially the case when technologies are used to promote citizen collabo-
ration with the police, as ‘outsourcing’ investigative capabilities can lead to the
erosion of the presumption of innocence (citizens sharing with the police images
or information related to objectively non-suspicious people), profiling (when citi-
zens’ prejudices are translated into how they perceive specific minorities and how
likely they perceive them to commit crimes) and a general loss of social cohesion
and trust as vigilantism proliferates. This has proven to be an issue before, in the
context of high-profile crimes where the police have asked for citizen involvement
and collaboration (Galdon Clavell and Zavala 2014). This will be explored further
throughout the chapter.

4 . 1 . 4 a  g r o w i n g  g l o b a l  p r i v a t e  s e c u r i t y  b u s i n e s s
The processes laid out above have coincided with a massive expansion of the pri-
vate security industry. While trading in security services is not new to policing
nor to the protection of national security, the number of private security firms
engaged in these areas and the scope of their business activities have increased
exponentially since the mid-20th century, especially after 9/11. At the same time,
police have increasingly engaged in the commercial security marketplace through
outsourcing and user-pays services. According to some authors, public policing
has in many ways become a business run by business men and women (Ayling,
2014: 16).

The largest of these private security firms are based in Europe. The world’s biggest
private security company, Group4Securicor (G4S), is one of the uk’s 100 largest
corporations by capitalization, and the largest employer listed on the London
Stock Exchange. With operations in 115 countries, it employs over half a million
people. Following a similar pattern of expansion, the Swedish-based Securitas has
also become a significant provider of security services across Europe and beyond.
As the world’s second-largest private security company, Securitas has
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implemented more than 60 acquisitions over the past two decades, employs more
than 240,000 people in thirty-seven countries, and now has 12 percent of the
global outsourced security market. The company’s total sales in 2007 amounted to
approximately $6.9 billion, with an organic sales growth of 5 percent. The third
largest security-related firm in the world, the Spanish Prosegur, also mirrors this
trend. Founded in 1976, the firm employed more than 75,000 people in 2009 and
has extensive operations in Europe and Central and South America (prio 2009: 4).

Overall, the private security industry is estimated to have a world-wide market
value of over $165 billion, and growth rates of over 8 percent. In many countries,
private security employees now outnumber their public counterparts, often con-
siderably. This growth has been accompanied by the evolution of commercial
security companies with extensive resources and geographic reach. As some
authors highlight, it is difficult to precisely estimate the amount of private security
in the total range of security services. However, the available figures all point in the
same direction. Private security nowadays covers a multitude of industries, large
and small, all related to the provision of security services, investigations, crime
prevention, order maintenance, intelligence collection and military services
(Van Steden and Sarre 2007: 226; Van Buuren 2010: 1). The main subareas in the
security field to be provided by private actors are those destined to the protection
of private spaces and individuals: home security systems, anti-theft devices for
stores, personal safety (self-defence, bodyguards, etc.), among other things. The
protection of the public space itself is still largely reserved to public-managed
organizations, even though this may change in the near future. Nevertheless, a
wide range of outsourced services are provided by the free market: fine manage-
ment systems, leas training academies, leas equipment, etc.
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Figure 4.1 British Security Industry Turnover
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In much of Europe and North America, private protection has become the norm in
areas that were previously publicly protected, such as shopping malls, housing
estates and parks, as well as private property. In 1999, us spending on private
security was 73 percent higher than for public law enforcement, and private secur-
ity officers outnumbered public police in the region of three to one (Altheide and
Michalowski 1999: 481; Krahman 2008: 140-41). In the uk alone, between 1991 and
2005, the turnover of private security companies rose by no less than 330 percent
(an average of 23 percent annually). In the us, the average growth of the private
security sector is around 8-10 percent per year. By comparison, the uk manufactur-
ing sector only expanded on average by 0.5 percent in the same period, and even
the it sector grew only by 6-8 percent annually (Krahman 2008b: 16). Private
security companies with publicly traded stocks grew at twice the rate of the
Dow Jones Industrial Average in the 1990s. Some 2,003 estimates suggested that
the revenues had already reached $100 billion by then. Others claim that the us
military market alone (excluding combat services) was already $100 billion strong
in 2003 (Avant 2006: 509).

In the uk, investment in private security is four times as high as it was in 1990.
Moreover, the cost of national security products and services has typically
increased on average by 10 percent per year in real terms (Hartley undated).
In 1945, the uk government spent £1 million on each Lancaster bomber airplane,
whereas the government had to pay £20 million per aircraft for its successor, the
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Tornado, in 1980 (Alexander and Garden 2001: 516; Krahman 2008a: 138-39). As a
result, private citizens and businesses currently make up between 70 and 90 per-
cent of the contracts of internationally operating private military and security
companies. While citizens in Europe and North America have supported cuts in
their security and defence budgets, the turnover of these companies has quadru-
pled since 1990 (Krahman 2008: 141).

Over the course of the last fifteen years, the use of markets to organize for security
has also grown rapidly. Consider the recent experience in Iraq. When the us defeat-
ed the Iraqi Army in 2003, at least one out of every ten people deployed in the con-
flict were hired by private security companies (pscs) to perform work that was
previously performed by soldiers. In May 2004, it was estimated that in excess of
20,000 private security personnel from countries as varied as Fiji, Israel, Nepal,
South Africa, Chile, El Salvador, the United Kingdom, the United States and many
more employed by some 25 different pscs worked for the us government, the Brit-
ish government, the Coalition Provisional Authority (cpa), private firms and
international non-governmental organizations (ingos) in that country (Avant
2006: 507-8).

As mentioned above, the global recession, which started in 2007, intensified the
pressure to leverage the impact of public services into the budgets, increasing the
need for security agencies to ‘do more with less’ (Ayling et al. 2009). The subtle,
strategic and gradual nature of the privatization process implemented to this key
area allows for the avoidance of major criticism. Furthermore, the shift to a private-
supported security is often accompanied by the broadening and development of
new consumption trends and social phenomena: new residential and shopping
areas, or entertainment complexes, for example, which provide the illusion of
being public spaces while being only subject to private regulations and private
security. The growth of such so-called ‘mass private property’ (public venues that
are privately owned) (Shearing and Stenning 1983) has driven the privatization of
security in developing economies (Kempa et al. 2004). Accompanying this trend,
the expansion of intangible private property and the growing demand for covering
security needs related to the informational economy (e.g., cybersecurity, intellec-
tual property rights, etc.) generates policing expectations that can only be ade-
quately covered through the private sector (Tusikov 2012).

Private security and the Information Economy
The rise in importance and numbers of private actors who conduct policing has
been defined as nothing less than a “profound development in the securing of
society” (Spearin 2004: 1), with vast implications for how security is provided at
the local and global levels, but also for the data-sharing landscape that character-
izes the Big Data society. The process of commodification of policing and security
has taken place in the context of the Information Economy (Castells 2010), in
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which information, processed through a global network of interconnected icts,
is the key resource for organizations to increase added value in their operations.
In his context, resources are optimized not so much through better deployment
strategies or organizational decisions, but instead by identifying and processing a
broad range of information inputs, thus improving the quality of the decisions
made on the basis of this for each given situation.

Companies working in the field of security are also adapting their strategies; rather
than only providing mass-consumption commodities (e.g., security guards, alarm
systems, etc.), they now supply customized services that are personalized for each
client. ‘One-size-fits-all’ strategies are perceived as ineffective at mitigating risks,
whereas tailored solutions based on the growing availability of information sour-
ces allows providers to adapt security approaches and save efforts. The use of icts
allows for the adaptation and optimization of resources required in each situation
through the collection, processing and analysis of available data.

Because risk detection must be based on quality information, the adequate combi-
nation of multiple sources through Big Data technologies can meaningfully
enhance the actual performance of security systems and strategies. In this context,
the commodification of security is linked to the commodification of digital identi-
ties and personal data. According to J. van Dijck, “metadata appear to have become
a regular currency for citizens to pay for their communication services and secur-
ity.” Moreover, people’s digital profiles (also known as ‘digital shadows’ or ‘data
doubles’) hold the promise of immense profits in the foreseen digital identity mar-
ket. The commodification of identities and personal data has led to the appearance
of a new category of actors, the ‘data brokers’;

“companies whose primary business is collecting personal information about consumers
from a variety of sources and aggregating, analyzing, and sharing that information, or
information derived from it, for purposes such as marketing products, verifying an indi-
vidual’s identity, or detecting fraud. Significantly, data brokers typically collect, maintain,
manipulate, and share a wide variety of information about consumers without interacting
directly with them.”

In a world in which the boundaries between publicly and privately owned data are
increasingly difficult to establish, the possibilities of this new data landscape
appear to be endless. So are the risks.

4.2 privatization, commodification and public-private
partnerships

This process of outsourcing security services from the public to the private sphere
is based on the assumption that it is a cost-effective activity, although there is no
evidence which comes to this conclusion. As some authors have noted, circum-
venting public expenses through privatization and civilianization has not been
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costless, as state and local government spending on private services escalated from
$27 billion in 1975 to some $100 billion in 1987, with the federal sector contribu-
ting another $197 billion of public expenditures to private security services in 1987
(Lo Turco 2009). Citing the observation that the number of public police officers
have also risen alongside private sector growth, and that the economic and political
capital associated with public policing has also increased (Zedner 2006: 269), some
authors suggest that private and public security sectors are expanding, and that an
appropriate term to describe this process, therefore, would be the ‘commodifica-
tion of security’ (Van Buuren 2010: 2).

This idea is somewhat contested because in certain cases the expansion of the pri-
vate sector has coincided with lower public protection. In Canada, for instance,
conservative estimates place the ratio of those employed in private security to
those employed in public security  meaning public police officers  at 2: 1. More
generous estimations place the figure at 4: 1. It is estimated that the private security
industry grew ten times in size between 1988 and 1995. In contrast, Statistics
Canada reported in 1998 that the ratio of police officers to population stood at its
lowest level since 1970 (Spearin 2004: 1). In the us, the number of sworn officers
exceeded the number of people employed in the private security field in the 1960s,
but the numbers had shifted to the point where an estimated three people were
employed in private security for every sworn officer in the United States by 1990
(Forst and Manning 1999; Lo Turco 2009). This would point to a process of both
commodification and privatization, with an increasing role for public-private part-
nerships (ppps).

There are additional trends that have reinforced this move away from a public
monopoly of the provision of security. The growing role of local and regional
authorities, described above, which has imposed an agenda centred around decen-
tralization, means that local police forces and regional security provision depart-
ments have proliferated in search of better collaboration between the police and
society. Additionally, calls to people’s participation in policing, through neigh-
bourhood watch schemes2 or technologically-aided new communication means
(applications, instant messaging, etc.) have led to the dissolution of a public
monopoly on security provision. It is apparent that security is no longer domina-
ted by the State and is instead a continuum of collaboration between public actors,
private actors and citizens. These partnerships establish complex webs of data
flows and dependencies that, at the same time, shape the possibilities and limits of
these new arrangements.

ppps are “forms of cooperation between actors from the public and the private sec-
tor that are set-up with the intention to continuously exist over a long period of
time and that are organized according to different characteristics” (Paun 2013: 31).
Examples of ppps operating today are InfraGard and the fbi/Department of
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Defense and the Defense Industrial Base (dib)/Cyber Security/Information
Assurance Program (cs/ia) idb and Saab in the us (McNally 2012). They prolifer-
ate in the fields of Airport Security Management or in Major Events and Sport
Infrastructures Security Management such as the Olympic Games and Stewarding
System at Stadiums (Lo Turco 2009: 63-64). In early July 2012, for instance, just a
few weeks before the opening of the London Olympics on 27 July, the multina-
tional security company G4S defaulted on its £284m contract to provide 10,400
security personnel for the event, citing recruitment and scheduling difficulties.
Around 4,700 members of the armed forces had to be drafted in to cover the short-
fall in security employees (Aljazeera 2012; Ayling 2014: 2). Many countries, such as
much of Great Britain and Australia, have developed ppps in policing. This
includes both the police department’s contracting out of policing functions to pri-
vate agents, and the development of collaborations between sworn police and pri-
vate security agents operating independently in a particular jurisdiction (Sturgess
2002). The Vera Institute has reported a similar array of public-private policing
partnerships in Brazil, India, Indonesia, Kenya, Nigeria and South Africa (Bhanu
and Stone 2004; Lo Turco 2009).

ppps proliferate because they often allow for a minimal financial commitment from
the government at the outset and share the risks between public and private actors
(thus not falling entirely into the hands of the public bodies). It is also believed that
the private sector is more efficient and less bureaucratic, which could facilitate the
completion of new projects on time and in an effective manner. As for the private
partners, they acquire substantial long-term contracts, visibility, image and access
to political figures that can be useful in furthering their market scope. ppps, how-
ever, can also have long tendering periods and high transaction costs, and run the
risk of sacrificing quality for cost. Absence of an effective pre-coded channel of
communication between public and private sectors, both on the local and the
national level, can lead to lack of information, coordination, trust and reciprocity
in the relationships among constituents.

Regardless of the pros and cons, today’s security landscape is increasingly charac-
terized by plural policing partnerships and other contractual arrangements
between public and private providers. While there is a need for more concrete
empirical research in hybrid security practices at different levels (Van Buuren
2010: 4), all evidence and observation suggests that such practices are here to stay.

The proliferation of policing technologies increases this trend, as Big Data technol-
ogies and infrastructures (sensors and devices, telecommunication networks and
servers, databases, specialized analysis software and hardware, etc.) are often
owned by private actors, even when developed for or used by public police forces.
Public organizations often do not own, develop or acquire resources such as collec-
ted information, technologies or expertise. They also need the ability to extract
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useful and understandable information: complete, comprehensive, truthful,
reliable, timely and regularly updated. Often it does not make strategic sense for
public bodies to develop their own data processing technologies, and so the best
option is to make use of existing resources available on the market. Big Data tech-
nologies that are already developed are offered globally, and a vast amount of useful
personal data is currently being collected by private actors (Internet Service Pro-
viders, online services, etc.). For certain tasks, outsourcing is the most sensible
option as private companies already own a large amount of digitalized and shared
information as well as cloud systems with a competitive storage capacity, band-
width and performance.

In this data context, ppps allow for existing infrastructure to be taken advantage of,
while simultaneously exerting public control and accountability mechanisms that
minimize the severity of collateral damages. In the European case, the joint
research frameworks fp7 or Horizon 2020 organize public-private partnerships to
foster research and development initiatives. An important role of these initiatives
is to develop security research projects. In 2012 it was possible to list up to 268
projects in this area, and the budget invested by the eu for the 2007-2013 period
amounted to €1.4 billion (European Union 2014).

In the context of ppps for security purposes based on icts, there is a remarkable
shift of power relations. On the one hand, corporations may acquire questionable
quotes of power and controlling capabilities. Because private corporations are not
subject to the same accountability measures as public bodies, and are instead held
to other market principles, their bad practices may only be unveiled once the harm
is irreversible. On the other, the interests and negotiating capacities of isps and e-
services (e.g., to develop pets, to avoid backdoors and reject data access requests
etc.) may change following regulation variations, governmental discourse and
societal attitudes, in a moving landscape that is often difficult to grasp. At the same
time, security actors and decision-makers (leas, Intelligence agencies, govern-
ments, and security companies) may acquire increasing access to personal data that
citizens may want to keep private or away from the authorities but still share with
friends or acquaintances. Once the information is collected, however, it is very dif-
ficult to control whether it ends up in the hands of public bodies. In non-demo-
cratic contexts, this can be highly harmful to fundamental rights and freedoms and
make protest and dissent more difficult if not impossible. Finally, as Big Data is
currently a developing field, regulation is still being established, and the process is
complex. Communication networks are global, and standardized control mecha-
nisms are not easy to deploy throughout all the affected geographical areas and sec-
tors, as evidenced by the cases of the secret mass surveillance programmes recently
exposed by the ex-cia consultant and whistleblower Edward Snowden.
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4.3 big data in a fragmented security context

While most data used in an investigation is still police data (accessed through legal
warrants and within the framework of an investigation), police forces find them-
selves increasingly relying on privately gathered data, both in the context of open
investigations and when gathering information or carrying out regular prevention
activities. Private cctv cameras or privately owned social media are regularly
accessed and used by the police, and in most countries the legal framework estab-
lishes this need to share data between private and public actors.

Large internet and social media companies are a case in point here. Of the world-
wide requests received by Google from law enforcement authorities from July to
December 2012, for instance, 32 percent where made from the eu. In 40 percent of
the cases, Google complied and provided the requested information. Concerning
Microsoft, up to 47 percent of the worldwide requests received from law enforce-
ment authorities in 2012 came from the eu, and 79 percent of them where com-
plied with. In the case of Twitter, only 10 percent of the requests received came
from the eu, and 2 percent were serviced (Boulet and Hernanz 2013).

In the uk, communications data were intercepted on 514,608 occasions in 2013.
Of these requests, 76.9 percent were made to ‘prevent crime or disorder’; 11.4 per-
cent were made for National security reasons; 11.3 percent were justified by ‘emer-
gency’ situations (preventing death or injury); and the final 0.4 percent fall into
the category of ‘other’ causes, such as tax purposes. During these requests,
970 errors occurred, leading to the arrest of two innocent people (Worth 2014).

The exploitation of icts for security purposes is no longer just a matter of leas
wiretapping phone lines and intervening communications. It embraces a remarka-
ble phenomenon that consists of people actively keeping track of their own lives
through a wide variety of formats: detailed social network profiles, blog and
microblogging posts, personal pictures and videos shared through public or semi-
public social networks, im and Voip conversations, geolocalization social sharing,
etc. All these informational inputs are being used by the authorities as evidence to
motivate investigations and to support accusations in trials (as well as by private
actors to conduct market research and segmentation).

However, the relationships and dependencies established between public and pri-
vate actors through data is much more complex than the ‘I can access your data’
message seemingly spread by the stakeholders involved. Often, accessing the data
is not easy, especially if the company holding the data is outside the jurisdiction of
the police filing the request. Moreover, data is not just a resource but a game
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changer. Boulet and Hernanz (2013) present four possible scenarios for law
enforcement agencies in the eu when requesting access to private data from com-
panies that host or process the desired information:
– Voluntary cooperation: Law enforcement authorities get access to their desired

data by bilaterally contacting a private party who hosts the data of interest.
This approach requires the private company to cooperate voluntarily with the
law enforcement authority requesting the data. As recent examples have
shown, this voluntary cooperation cannot be taken for granted as it creates a
burden for private companies. If the requested data is stored on a server located
in another country, most law enforcement authorities (depending on national
law) will need to notify the country concerned, in a process that can take a long
time.

– Direct access: Law enforcement authorities get access to private databases
without the knowledge or the consent of the private company. Some law
enforcement agencies can also obtain remote access to data through special
software or by technical means (‘key loggers’, ‘sniffers’) in very exceptional cir-
cumstances. A related scenario in this category would be the observation by
police authorities of social network activity (Facebook, Twitter, Instagram,
etc.).

– Mutual legal cooperation: Law enforcement authorities use mutual legal coop-
eration as the old-fashioned way of obtaining requested data when the private
party is located outside their territory. Police often complain about the techni-
cal difficulties and length of this procedure.

– Europol: A fourth possible scenario in the future could be for police agencies to
turn to a centralized eu law enforcement authority (for instance, Europol)
which could adopt a standardized and streamlined approach. This process
would allow for a direct request for private data from Internet companies in the
eu, who would then share the data with the requesting national police author-
ity. This scenario would require upgrading the mandate of eu agencies to
include such responsibility.

A fifth, important scenario is crowdsourcing. There is a growing trend among
police forces to request the collaboration from citizens using social media channels
(Trottier 2014). In this case, the gathered data is obtained lawfully by the police as
it is made available to them purposefully by citizens who are willing to cooperate
and help the security forces. However, this scenario raises important ethical con-
cerns, as, to a certain extent, it effectively turns citizens into police agents.

While this debate is only incipient, it should be tackled before such crowdsourcing
schemes proliferate, to make sure that their legal, social and ethical implications
can be fully grasped. Crowdsourcing in the field of policing could be also seen as a
form of ‘hyperfragmentation’, where each person acts as an information source.
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Private surveillance cameras installed in places like stores or private spaces are a
form of security outsourcing and fragmentation as public agencies are not required
to oversee their management, but leas can take advantage of the existence of a
private decentralized surveillance network. However, this also implies risks, as
private surveillance operators are not subject to the same regulations as public
officials, and cases like the live streaming of the images captured by over 73,000
cameras whose owners had not changed their default passwords (Jawad 2014) can
proliferate.

In this data-dominated context, it is worth noting that data in itself is not
automatically ‘Big Data’. Security-related organizations have always used informa-
tion as a key resource for operations. The difference in the present day is that
Big Data is not about data being inputted into a database, but it implies the pro-
cessing of large quantities of complex information in a short period of time. Laney
(2001) listed three key tendencies that make up Big Data: volume, velocity and
variety:
1. Data volume: e-commerce enables the collection of up to 10x the amount

allowed by conventional transaction channels; this information serves as a key
additional value input for companies.

2. Data velocity: not only in terms of physical bandwidth and protocol issue,
but also considering the capacity to access and analyze the information in near
real time.

3. Data variety: the integration of wide and diverse sources of data with different
formats and structures.

The combination of Big Data and quantum computing improves the chances of
solving more complex problems at a faster speed than is possible with classic com-
puting, as processing more information can lead to identifying previously neglect-
ed or overlooked patterns and connections. Additional information about an indi-
vidual can be derived, moreover, by using segmentation and building profiles on
the basis of individual data.

The current ‘datafication’ of daily routines feeds into this process, as individuals
leave a vast registry of their actions that constitute their ‘data doubles’ or ‘quanti-
fied selves’, a data shadow they cannot control nor shape or delete. Mayer-Schoen-
berger and Cukier (2013) understand ‘datafication’ as the transformation of social
actions into online quantified data, enhancing real-time tracking and predictive
analysis. This situation enables what R. Clarke in 1988 called ‘dataveillance’: the
“systematic use of personal data systems in the investigation or monitoring of the
actions or communications of one or more persons.” In this context, it is possible
to find out and visualize simple behavioural patterns from online traces left by dig-
ital platform users. For instance, applications like Twaps or Tinfoleak enable the
tracking of Twitter users who post geo-tagged content or allow for the extraction
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of related statistics and data about their activity on the website. This information
can be used by any public or private actor with no need to inform the user nor
gather their consent.

Nonetheless, it is important to highlight that Big Data does not necessarily include
the utilization of personal data, nor does it need to generate detailed personal
records; in many cases, it is used in the context of climate statistics or other non-
human related purposes. However, when original databases include personally
identifiable data, simple anonymization techniques currently fail to ensure that re-
identification cannot happen, and that identities cannot be inferred from the com-
bination of multiple sources of information, especially when geolocation is part of
the mix. This difficulty is one of the main reasons behind one of the most impor-
tant principles of data protection: data minimization. In a context in which digital-
ized information cannot be properly secured against any threats not permanently
deleted, the best way to protect people’s privacy is by making sure that only the
data that is immediately relevant and useful to a given process or service is
collected.

A parallel challenge concerns the quality and usefulness of decisions made on the
basis of Big Data. If data collection is undertaken by a single organization intend-
ing to enhance their predictive or investigative strategies, it is possible that shallow
or narrow data collection strategies could generate a poor data sample, thus contri-
buting to potentially misleading results. Here, the idea that more information
always leads to better decision-making should be challenged, as it remains to be
proven that the main obstacle towards evidence-based policy is lack of informa-
tion (and not, for instance, lack of resources or political pressure). The best diagno-
sis can also perish when facing the challenges of implementation: lack of financial
planning, training, information and communication channels can turn good ideas
into failures (Pressman and Wildavsky 1984), particularly in the context of frag-
mented information sources that require very effective communication, coordina-
tion and leadership.

For instance, a control room with dozens of cctv monitors does not automatic-
ally result in enhanced security simply through the wide-scale collection of infor-
mation (Barret, 2013). This technique is deemed to be effective because it serves as
a tool that takes advantage of the ability of icts to save human resources; it func-
tions as just one technique in a broader strategy implemented by society to achieve
the goal of enhanced security. For example, the detection of unusual events may
also be carried out by computerized systems (smart cameras, noise thresholds,
etc.), but, to be effective, the location and position of cctv cameras must work in
collaboration with existing informational inputs (mappings and crime stats,
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among many others). Efficiency is increased by knitting a network of informa-
tional sources that, when strategically implemented and critically evaluated, pro-
vide a valuable collection of information from which to make important decisions.

It is worth noting however, that Big Data can both contribute to increased frag-
mentation and lead to its overcoming, as security agencies can shorten distances
by using data and new technologies. Investigating procedures can be made easier
through the processing of vast volumes of digitalized data, and Big Data analytics
can allow for the ‘de-fragmentation’ of this information, knitting together differ-
ent sources. Data brokers compile multiple information sources, software pro-
grams help to analyze and process them and data scientists are prepared to make
useful interpretations. Seamless, rights-based interaction and collaboration
between these actors can yield productive results from the interaction between
policing and Big Data.

Moreover, the relationship between security and privacy is bound to evolve in the
near future. As new data crimes proliferate (cybercrime, identity theft, etc.),
people will most likely grow concerned about what use is made of their personal
data, and privacy may emerge as a new sphere of protection –just like property.
leas and corporations may increasingly find that the sources they used to rely on
are either better protected by privacy-enhancing and encrypting solutions or that
new regulations limit the use that third parties can make of user-generated content
and data. The current social climate surrounding Big Data poses a significant chal-
lenge for private and public organizations that are interested in collecting personal
and non-personal data for their own use, as society becomes increasingly aware
and vocal about their privacy concerns surrounding the deployment of omniscient
‘Orwellian’ systems, based on black-box systems and ubiquitous surveillance
practices.

4.4 conclusion: advantages,  risks and recommendations

The rise of security technologies and the remarkable growth of the security busi-
ness are clear evidence of the transformation of public policing. What once was an
endeavour that was exclusively under the purview of the State and public bodies is
now a marketable service. Security-related routines have also experienced a trans-
formation, as seen in the shift from human-driven tasks to computer-driven tasks
fuelled by informational inputs. Moreover, this intensive technification of security
systems and strategies has provoked a shift from mitigation of risks by prosecution
and enforcement, to minimization of risks through prevention and prediction.

But while Big Data has accompanied these processes and often increased the effi-
ciency and innovation opportunities of security organizations, it is necessary to
balance out both the advantages and risks of this data-intensive context. It is also
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important to establish recommendations and best practices in order to improve
processes and outcomes, but also to monitor how the interaction between security
and fundamental rights and values evolves, with a view to creating innovative pro-
cesses and technologies that leave behind the trade-off of rights (where one wins,
one loses) to encourage the joint promotion of both security and privacy.

A good starting-point would be to train public servants to identify the difference
between personal data (information linked to an identified person) and datasets
that do not reveal personal details. The use of predictive policing tools such as
pseudonymized maps and calendars that give information on how statistically
likely a crime is to occur in a certain area or at a specific time is very different from
the use of lists of identifiable names (‘heat lists’) with the intention of determining
if these specific people are actively committing crimes (Strawd 2014; Upturn 2014).
Moreover, the management of personal data requires specific measures to avoid
risk practices, starting from data minimization and avoiding the routine mass col-
lection of data which is not needed in first place. Even though potential access to
data has to be guaranteed for law-enforcement purposes, strict protocols have to be
observed throughout the data management cycle (collection, distribution, storage,
access and deletion). Another distinction may be made in the case of telecommu-
nications, as metadata can still reveal a great deal of personal information about a
specific individual. Intercepting communications metadata, therefore, is not a
minor infringement of a data subject’s privacy (Farivar 2014; Opsahl 2013) and
should be regulated, controlled and accountable.

It is difficult to deny that the use of ict solutions and Big Data processes for secur-
ity purposes can introduce unexpected informational factors that enhance the
quality and efficiency of investigations, that transnational investigations can be
enhanced with the use of data-sharing mechanisms, that the real-time analysis of
risks can improve rescue missions and that data analysis can lead to better preven-
tion strategies. However, it is also true that data is only as neutral as those design-
ing the data collection mechanisms and algorithms. Therefore, data can also be
used for unjustified or illegal profiling based on ethnic, religious or socio-economic
characteristics. Increasing networking and interconnection of devices may weaken
the control and security of information: cloud services, mobile devices and online
sharing practices demand additional security measures and attitudes, which are
still not fully developed. There is also the related risk of ‘datacentrism’, which may
lead to a sort of data despotism or minimization of the digital divide, thus privileg-
ing those digitally included, or substituting actual citizens for their data doubles in
policy-making. Delegating data processing to private actors may also lead to risk
practices, as these may have perverse incentives and the regulation of private enti-
ties is still far away from that of the public sphere. The factual provenance of data is

p o l i c i n g ,  b i g  d a t a  a n d  t h e  c o m m o d i f i c a t i o n  o f  s e c u r i t y 1 0 9



a related and often overlooked risk. Finally, privacy is a key right at stake in this
new scenario, in which ‘technological optimism’ can lower controls
and guarantees.

Bearing in mind this complex and dynamic combination of risk and potential,
an initial toolset of recommendations for security organizations aiming to make
use of Big Data could include the need to identify in advance information that is
truly relevant and useful, and collect only that (data minimization), the creation of
well-weighed indicators and profiles (variables) to guide data analysis, the require-
ment to seek informed consent for the use of personal data, avoid database re-uti-
lization and establish accountability and transparency mechanisms. The develop-
ment of privacy-enhancing technologies is also a crucial step, as is the need to
develop protocols aimed at guaranteeing ethical standards and assessing the soci-
etal impact of new technological solutions and processes. In order to protect indi-
vidual rights, data access logs need to be created; data interception and access war-
rants should be mandatory; and there should be oversight bodies to monitor and
establish the limits of the collaboration between private companies, judicial bod-
ies, police forces and intelligence agencies.

While blurring the lines between public and private bodies, and public and private
data, is probably an irreversible trend, and one that can lead to improved policy-
making and socially desirable outcomes, there is one line that should never be
crossed in this new data scenario, as emphasized recently by both us3 and uk4

Courts: the line that distinguishes between the (data) rights of individuals subject
to a legitimate police investigation, who may need to surrender personal informa-
tion in a process with judicial oversight, and the rights of the men and women
who, as citizens, should never have to fear that their communications, correspond-
ence or daily routines are the subject of unwarranted mass surveillance.
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1 The author would like to thank José Maria Zavala and Jennie Day for their inputs and contri-

butions to this piece.

2 For more information on neighbourhood watch schemes in the eu, see the iriss project:

www.irissproject.eu.

3 ‘U.S. Court Rules nsa Mass Surveillance Illegal’, see www.amnestyusa.org/news/press-

releases/us-court-rules-nsa-mass-surveillance-illegal.

4 ‘gchq-nsa intelligence sharing unlawful, says surveillance tribunal’, see www.privacyinter-

national.org/?q=node/482.
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5 pre-emptive big data surveillance
and its (dis)empowering consequences:
the case of predictive policing

Rosamunde van Brakel

5.1 introduction

“It’s a poor sort of memory that only works backwards”, the Queen remarked.
“What sort of things do you remember best?” Alice ventured to ask.
“Oh, things that happened the week after next”, the Queen replied in a careless tone.
“For instance, now” she went on, sticking a large piece of plaster on her finger as she
spoke, “there’s the King’s messenger. He’s in prison now, being punished, and the trial
doesn’t even begin till next Wednesday: and of course the crime comes last of all.”
“Suppose he never commits the crime?” said Alice.
“That would be all the better, wouldn’t it?” the Queen said, as she bound the plaster
round her finger with a bit of ribbon. (Carroll 1896/1996: 181)

This quote from Through the Looking Glass, and What Alice Found There illustrates
well the pre-crime of pre-emptive logic that hides behind several new surveillance
technologies. Deploying new predictive technologies makes it possible to gather
specific knowledge of the future. According to this logic, authorities can punish
and intervene before a crime happens. The Queen “represents the contrary of a
human knowledge conscious of its limits, its arbitrariness, its uncertainty, its
ambiguity. She embodies the dream of an absolute power, presenting its decision
as based on truth through a knowledge of the future” (Bigo 2010).

The pre-emptive society is not about taming uncertainty, which is characteristic of
the risk society discourse (Rose 1998), but rather about imaginary surveillance con-
trol, which is:

“a fantastic dream of seeing everything capable of being seen, recording every fact capable
of being recorded, and accomplishing these things, whenever and wherever possible,
prior to the event itself. (…) it circulates as an effective mechanism in the technical evolu-
tion of control in postindustrial societies” (Bogard 1996: 4-5).

The pre-emptive logic that is behind the trend in governments and corporations,
who are increasingly turning to predictive analytics and data mining when exam-
ining behaviours1, is characterized by a belief in (the objectivity of ) statistics and
technology as promoted by the private corporations that are developing the tech-
nology and that, in their enthusiasm, are often uncritical and fail to take into
account their own limitations. A good illustration can be found, for instance, in
what Tony Blair, former prime-minister of the United Kingdom, said in 2006:
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“You can predict reasonably accurately the kids and the families who are going to be diffi-
cult. (...) If we are not prepared to predict and intervene far more early then there are chil-
dren who are growing up, in families which we know are dysfunctional, then the kids a
few years down the line are going to be a menace to society.”

Of course, the pre-emptive logic as described above is very generalizing, and not
all policymakers and law enforcement practitioners approach new technologies
uncritically.2 It is undeniable, however, that this logic can be recognized in many
new surveillance practices, such as predictive policing, especially in the
United States. It is also evident, for instance, in technologies that try and predict
who is a terrorist, including risk profiling at airports and smart-cctv with behav-
ioural detection software, or in children’s risk-profiling applications that try and
predict the risk of this child being more prone to committing a crime than that
child (Van Brakel, forthcoming).

These new types of surveillance technologies that employ such pre-emptive logic
are known as pre-emptive surveillance (Bogard 1996; Lyon 2007; Elmer and Opel
2008; Van Brakel, forthcoming); on the basis of Lyon’s 2001 definition of surveil-
lance, they can be defined as follows: ‘the systematic or targeted collection and
processing of data of entities3, which are used to make predictions about future
harm on the basis of profiles with the main goal of intervening before harm is
done’ (Van Brakel, forthcoming). Just like other surveillance technologies,
pre-emptive surveillance may have both empowering and disempowering effects,
is neither good or bad in itself, and is not neutral: all that depends on the socio-
political historical context, on the reasons why a particular technology is being
implemented, and on the micro-practices that characterize the implementation of
the technology (Lyon 2001; Van Brakel 2013).

In the broader context of developments in pre-emptive surveillance, recent tech-
nological trends promise to change practices drastically. One of these trends is
known as ‘Big Data’ (Mayer-Schönberger and Cukier 2013). Many definitions of
Big Data can be found in the literature, and the ’3V definition’ is often brought for-
ward as one that a significant number of people can agree on; in this definition, Big
Data is characterized by great data volume, data velocity, and data variety (Laney
2001). This definition focuses only on characteristics of the data. To be able to ana-
lyse the disempowering and empowering effects of Big Data, we need to use a
more encompassing definition of Big Data that also takes into account the socio-
historical context. Therefore, Big Data can be seen as a socio-technological phe-
nomenon within the larger context of the emergence of pre-emptive surveillance,
offering the possibility of conducting predictive or real-time analyses of huge
amounts of data  structured or unstructured, in different formats, and taken from
different types of sources  which may lead to original new insights and knowl-
edge and, as a result, change practices significantly.
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An abundance of literature has been published on the empowering and disem-
powering effects of Big Data for advertising, medicine, climate change, social
sciences, and many more social domains from a legal perspective, a business per-
spective, and a critical data/surveillance studies perspective (Manovich 2011; Boyd
and Crawford 2012; Tene and Polonetsky 2012; Kitchin 2013; Mayer-Schönberger
and Cukier 2013; Lyon 2014). However, not much attention has yet been paid to the
effects of Big Data applications on citizens in the specific context of policing.4

The main objective of this chapter, therefore, is to provide a better understanding
of what predictive Big Data policing is and to discuss both the empowering and the
disempowering effects of predictive Big Data policing as a form of pre-emptive
surveillance.

The chapter is structured as follows: in the first part, the phenomenon of predic-
tive policing will be explained, including examples of where Big Data is used and
how effective it is. In the second part, we will explore the disempowering and
empowering effects of predictive Big Data policing.

5.2 big data and crime prevention: the case of predictive
policing

Since the 1990s, developments in intelligence-led policing in Europe (see Maguire
2000; De Hert and Vis 2005) and increasingly popular theories of situational crime
prevention (Benbouzid 2015) have led to the development of hotspot analysis and
later to prospective hotspot analysis (Bowers et al. 2004). This then led to the
development of one of the first ‘predictive policing applications’ in the United
Kingdom, known as ProMap (Johnson et al. 2009). At roughly the same time as
Promap was being developed in the uk at the end of the first decade of the 21st cen-
tury, ibm was developing one the first predictive policing applications in the
United States, using databases of past crimes and data such as typical times of the
day and types of weather that correlated with crime to identify trends and map out
prediction (Bachner 2013). Police officers were making the case that, as a result of
budget cuts, predictive policing should be the future of policing (Beck and
McCue 2009).

Predictive policing can be defined as: “any policing strategy or tactic that develops
and uses information and advanced analysis to inform forward-thinking crime
prevention” (Uchida 2009). The fundamental principle underlying the theory and
practice of predictive policing is that it is possible to make probabilistic inferences
about future criminal activity on the basis of existing data (Bachner 2013). Not all
predictive policing applications are strictly Big Data, and many currently still work
with ‘small data’, but what we can see is that they all have the potential to become
Big Data as more and more data is becoming available and as the ict infrastructure
of law enforcement agencies is becoming more advanced.
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As the result of the emergence of more accessible analytical methods and the
development of more complex algorithms (Kitchin 2013; Rienks 2014) and efforts
to make policing more cost-efficient and productive, crime analysts are now gener-
ating predictions about where crime is likely to occur and where suspects are likely
to be located (Beck and McCue 2009; Rienks 2014; Van Brakel 2015). With software
becoming smarter and more powerful and database storage capacity increasing,
it is now also becoming possible to make predictions on the basis of enormous
amounts of unstructured and structured Big Data from different sources and
file types.

Types of predictive policing
A distinction can be made between two types of predictive policing: predictive
mapping and predictive identification. The first type refers to the application of
predictive analytics to predict when and where a crime may take place at an aggre-
gate level of analysis. The second type is predictive identification, where the
analysis is at the individual or group level; this can focus on predicting potential
offenders, offenders’ identities, criminal behaviour, and potential victims of
crime. The most commonly used type is predictive mapping. Illustrations of this
type of predictive policing software include, but are not limited to, PredPol in the
us and uk (PredPol 2015; Kentonline 2013), Criminality Awareness System (cas)
in the Netherlands (Willems and Doeleman 2014) (see text box for more detailed
discussion), Precobs in Germany and Switzerland (Simon 2014), and keycrime in
Milan, Italy (Mastrobuoni 2014).

New applications are experimenting with combinations of different data sources.
Bogolomov et al. (2014), for instance, present a type of predictive policing in which
they use data abstracted from mobile phones and demographic data. Another
emerging trend that is the use of hotspot methods, which are linked to social
media data from Twitter and Facebook, for instance, to make predictions. In this
case, the algorithm searches for particular language use that indicates a bigger
chance of crime in a certain area. For example, if people are talking about going out,
going to pubs, and getting drunk, these are indicators that are identified by the data
mining models. From the moment the data are collected, the gps tags in the tweets
make it possible to visualize the threats and hotspots for potential crimes
(Gerber 2014).

Criminality Awareness System (cas) Amsterdam5

The Criminality Awareness System (cas) was mainly developed by the Regional Information

Organization of the Amsterdam Police in response to the fact that traditional hotspot method-

ology was not reliable and that there was no standard methodology. The main goal of cas is to
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make police work more efficient by optimizing where the police concentrate their efforts.

In practice, cas predicts in which areas specific high-impact crimes, such as burglary, will take

place in a two-week period. The two-week period is necessary in the case of burglaries because

displacement effects might happen as a result of increased surveillance in the area, and the situa-

tion might have changed after two weeks (in contrast to pick-pocketing, for example, which is

pretty stable). The technology was piloted in Amsterdam and will be piloted in four other police

units in the Netherlands (North-Netherlands, North-Holland, East-Netherlands and

The Hague) from late 2015 on. cas is currently only applied to high-impact crimes such as home

burglaries, street robberies, and assaults, but there are plans to expand it to other crimes such as

pickpocketing, business burglaries, and bicycle thefts. The pilot project in Amsterdam mainly

focused on home burglaries.

cas, which uses neural network techniques, divides Amsterdam into cells of 125 by 125m.

Certain cells, such as water and fields, are not included in the analyses. A lot of data is gathered

on these cells. The choice of data is based on previous criminological research and theories and

includes general crime data, national statistics data, and geodata. The interesting cells light up in

different colours: red, orange, and yellow. Red cells are hotspots: places where the probability of

a home burglary taking place is the highest over the next two-week period. Orange and yellow

squares have lower probabilities. As a result of this prediction, the police will increase their sur-

veillance in the red areas to prevent burglaries from happening (Willems and Doeleman 2014).

An example of the second type of predictive policing, predictive identification
using Big Data, is an application used in the us called Intrado Beware, which has
been sold to police departments in the us since 2012. It is a mobile application,
which works within Motorola Solutions new Intelligent Data Portal (idp) plat-
form, a mobile, cloud-based application that gathers contextual information from
existing commercial and public databases (9-11.com Magazine 2014).

According to the company that makes the technology:

“Accessed through any browser (fixed or mobile) on any Internet-enabled device includ-
ing tablets, smartphones, laptop and desktop computers, Bewarefi  from Intrado
searches, sorts and scores billions of publically-available commercial records in a matter of
seconds - alerting responders to potentially dangerous situations while en route to, or at
the location of, a 9-1-1 request for assistance” (Intrado 2012).

After analysing commercial, criminal, and social media information, the Beware
algorithm then assigns a score and a threat rating (green, yellow, or red) to a per-
son, which is automatically sent to a requesting officer (Skorup 2014). The software
was first piloted by the City of Thornton Police Department in Colorado and is
currently piloted in Fresno (Intrado 2012; Hoggard 2015). However, there have also
been police departments, such as Bellingham, that decided not to purchase the
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software after citizens raised concerns about cost and privacy implications, even
though the police department had applied and received a federal grant to cover part
of the $36,000 annual cost of Beware (Johnson 2014).

Effectiveness of predictive policing
In general, it is too early to draw any convincing conclusions about the effective-
ness of the predictive policing applications discussed above. The new software has
not been implemented long enough to get a clear picture, and only a few extensive
independent evaluations have been performed (see, for example, Hunt, Saunders
and Hollywood 2014). Studies conducted by the police themselves on PredPol
pilot projects show that there is a significant effect for property crimes: burglars
show territorial behaviour when they find an area where there is a lot to be stolen
and keep returning to the same area (Berg 2014).6 Other positive results were
found by Mastrobuoni (2014), who conducted an evaluation of keycrime.
This author showed that keycrime, which is being used by the police in Milan,
can help reduce crime rates and can help the police cut costs. The positive results
Mastrobuoni found were obtained in applying the software to burglaries of private
companies.

Very little can be concluded from the results of a pilot project in Kent uk where
PredPol has been implemented (Kent Police 2013). A more extensive evaluation of
predictive policing software, which was used to predict property crime in the
United States, was unable to find any statistically significant effects (Hunt, Saun-
ders and Hollywood 2014). The main criterion that is used to measure effectiveness
is change in crime statistics, but, as numerous criminological studies have shown,
fluctuations in crime figures can be the result of a whole number of variables which
cannot be kept under control in such a short pilot project only implemented in one
city. The new cas pilot in four cities in the Netherlands will provide a richer pic-
ture of the effectiveness of cas for crime prevention when it will be evaluated.

Not only are the first evaluation results inconclusive, but they have often not been
conducted properly either: they do not take into account other possible causal var-
iables; they do not take into account broader crime trends; and they do not cover a
broad enough time span to be able to draw conclusions about causal effects. It is
very difficult, therefore, to conclude that there is a causal relation between a drop
in crime and the implementation of the software (Van Brakel 2015). Moreover,
a significant part also depends on what exactly is being measured. The technology
is effective but effective in what? The implementation of some technologies might
be effective in predicting but not in decreasing crime. Some might be very effective
for police management but not for crime prevention. It should be made clear from
the start of a pilot project what the main purpose of the technology is, and evalua-
tions should focus on the effectiveness of the main goal for which the technology
was implemented.
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In conclusion, as these technologies are still very new, especially predictive identi-
fication technologies, future evaluations will have to shed more light on their
effectiveness for crime prevention. Currently, no evaluations of predictive identifi-
cation applications have been found. However, as long as the methodology behind
these new technologies is not critically questioned, and as long as there are no
mandatory quality standards of evaluation (see Farrington 2003) to make sure that
evaluations are conducted properly, these types of evaluations need to be interpret-
ed with due care (Van Brakel 2015).

5.3 (dis)empowering effects of predictive big data
policing on citizens

The previous section examined predictive policing and the effectiveness of the
technology. In the following section, we will be exploring the disempowering and
empowering effects of predictive Big Data policing on citizens.

5 . 3 . 1 d i s e m p o w e r i n g  e f f e c t s  o f  b i g  d a t a  o n  c i t i z e n s
The following section aims to show how predictive Big Data policing can con-
tribute to disempowerment of individuals, groups, and society. The section is
structured following the main disempowering effects that can be recognized;
the survey does not pretend to be an exhaustive overview of all issues but rather an
exploration of how certain characteristics of Big Data technology have an impact
on individuals, groups, and societies.

Responsibilization of technology and transparency
Technology is becoming increasingly smarter and responsibilized. With a nod to
Garland (2001), ‘responsibilization’ here refers to the fact that technology is
increasingly made responsible for decision-making. Currently, this is only partially
the case in law enforcement as the process has only been automated to a certain
extent and the final decision to intervene is still mostly taken by a human being.

But it is not unlikely that future decision-making about interventions will increas-
ingly be done by technology, especially in the context of smart video surveillance
at mass transportation sites and mega-events, where the algorithm rather than the
human being decides what is suspicious behaviour7 (Heck 2014) or in the case of
threat assessments as used by the Beware software, similar to current develop-
ments in credit scoring in the us (Zarsky 2016). There is still a lot of resistance to
making technology autonomous, but recent developments relating to terrorist
threats have clearly shown how easily laws can be changed in states of emergency.
This will have potentially serious consequences for accountability if something
goes wrong. It will be unclear who should be held accountable: the company
developing the technology, the computer scientist who wrote the algorithm, or
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the policymaker who implemented the technology? It will be tempting to blame
the technology, with the result that no one will be held responsible as long as no
clear legal and policy safeguards are put in place (Van Brakel and De Hert 2011).

It is not only technology that is increasingly responsibilized in the Big Data era, but
private companies are as well. Although the fragmentation and commodification
of security and law enforcement is not a new phenomenon (Loader 1999; Garland
2001), Big Data will accelerate this process as more and more data is in hands of
private companies and, faced with too little expertise and too few resources,
police and other law enforcement agencies will turn to private companies to out-
source work or to purchase software. In several European countries, the police are
increasingly turning to public-private partnerships to outsource key service areas
(White 2014; Ponsaers et al. 2015). This also implies that the private sector is
becoming increasingly powerful. Software such as PredPol has a vendor lock-in,
meaning that the police cannot tweak the software themselves and depend on the
private company to adjust the software to fit their needs. One can also witness
resistance against this kind of responsibilization of private companies; with cas,
for instance, the Amsterdam police have developed their own open-source soft-
ware, which is transparent and provides much greater flexibility and control.

In addition to the increased responsibilization of technology and private compa-
nies, another problem is the fact that technology is often not transparent and it is
unclear who provided the information and who decided about the categories on
the basis of which the algorithm was written. This is especially an issue with soft-
ware that has a vendor lock-in such as PredPol, which is not transparent about
what has been written into the algorithm (Pasquale 2015). This is also a serious
problem with the Beware software, which is not transparent about what the ‘sus-
picious’ profile is that leads to a red threat rating or how the algorithm is program-
med. There are no clear safeguards or redress procedures in place for people to be
able to see their ‘threat ratings’ or to find out what indicators gave them a high
score.8 A lot also depends here on who owns the algorithm and where the data has
come from. There is no mechanism to correct errors, for instance, if someone has
the same name as a convicted person. Secrecy is important for companies develop-
ing such software, as being transparent about their algorithms will imply that
other companies can steal their ideas.

Bias, algorithmic discrimination, and stigmatization
Rules or categories used in predictive policing software must be translated into
computer code, and the translation itself may have several consequences (Kitchin
2014) as the original intentions may be lost in translation (Introna 2007) and the
way examples in the data mining process9 are labelled can lead to bias or error:
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“The unavoidably subjective labeling of examples can skew the resulting findings in such
a way that any decisions taken on the basis of those findings will characterize all future
cases along the same lines, even if such characterizations would seem plainly erroneous to
analysts who looked more closely at the individual cases” (Borocas and Selbst 2016:11).

Algorithmic discrimination may be a potential consequence (Van Brakel 2015),
which can be the result of three types of bias creep. The first type is bias that unin-
tentionally creeps into the labelling of examples or the rules that are coded into the
algorithm.10 The data the analysis is based on, secondly, may be biased as a result of
biased assumptions that are baked into the data by the way it was collected
(for instance, arrest rates; see below). And, thirdly, without this being explicitly
written into the software, bias creep may occur due to technical defects, faults, and
bugs in the system, which may lead to more false positives that meet certain crite-
ria (Introna and Nissenbaum 2011) and false negatives.

Borocas and Selbst (2016) highlight the fact that, although data mining may inherit
the prejudices of prior decision-makers or reflect the widespread biases that persist
in society at large, the resulting discrimination is almost always an unintentional
emergent property of the algorithm’s use rather than a conscious choice by its pro-
grammers, with the result that it can be unusually hard to identify the source of the
problem or to explain it in court. However, this observation is not underpinned by
empirical evidence, and one can argue that, especially in the context of anti-terror-
ism and anti-radicalization policies, this observation does not ring true, and the
discrimination is a conscious choice by the programmers as a form of ethnic profil-
ing. This highlights the issue of the programmers’ moral responsibility and
accountability, which has received very little attention in the literature so far
(see Rogaway 2015).

The risk of algorithmic discrimination is much higher with predictive identifica-
tion systems such as beware, and, as it concerns individuals, the consequences
are also much more serious. As conclusions are drawn at aggregate level of analysis,
one might easily conclude that bias is not an issue for predictive mapping applica-
tions such as cas. However, this is not the case. Predictive mapping can poten-
tially lead to ethnic profiling. If arrest rates are a measure for predicting in which
areas most crime occurs, for instance, and if it is clear that arrest rates are dispro-
portionately higher in particular population groups as a result of ethnic profiling
(see Harcourt 2007; De Schutter and Ringelheim 2008; Open Society 2009; Weber
and Bowling 2012), there is a clear bias in the prediction, and the mapping can lead
to even more ethnic profiling. In the Netherlands, for instance, where the cas sys-
tem has been implemented, research has shown that ethnic profiling by the police
is a significant problem (Van der Leun and Van der Woude 2011; Open Society Ini-
tiative 2013).
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It should be underlined that this is not a problem that is inherent in Big Data, but
rather a problem that is inherent in policing today and that may get integrated into
Big Data analysis.11 However, Big Data applications, such as pre-emptive surveil-
lance technologies, will make it more difficult to scrutinize discriminatory effects
as the technology and the aggregate level of analysis create an appearance of objec-
tivity. What is specific for Big Data, however, is that the more different types of
data are included in the analysis, the greater the likelihood of bias.

It is often claimed that Big Data is reliable and that causality seizes to matter
because the sample size is so big (Mayer-Schönberger and Cukier 2013). However,
error is a crucial problem with Big Data when it focuses on decision-making about
individuals and groups, as with predictive identification. Reliability also depends
on how the technology is implemented in an organization. Error is indeed less of
an issue with predictive mapping such as cas as the analysis is conducted at aggre-
gate level, but, as we have seen above, Big Data is also being used for predictive
identification. Threat assessment systems, such as Beware, employ algorithms that
combine and analyse the incoming streams of data. The errors become even more
frequent and unknown as a result of the above-mentioned types of bias creep.
Therefore, these systems may cause certain people to be falsely identified (false
positives) and ‘real’ criminals and terrorists to remain unidentified (false
negatives).

A high rate of false positives increases the risk that certain individuals and groups
are systematically and disproportionately targeted as potential criminals, a stigma
that is almost impossible to shake off and may even lead to a self-fulfilling
prophecy, with stigmatized individuals starting to show criminal behaviour
(Jussim et al. 2003; Van Brakel 2016). Such stigmatization has very serious conse-
quences for citizens’ flourishing, well-being, and life chances as has been exten-
sively shown in sociological and criminological research on stigmatization and
labelling effects (Goffman 1963; Farrington et al. 1978). This is especially a concern
with predictive identification applications, such as Beware.

Cumulative surveillance effect, cumulative disadvantage, and chilling effects
To be able to perform Big Data analyses, police and law enforcement agencies will
require increasing amounts of data. Information has gone from scarce to
superabundant, and everybody’s data is collected everywhere, on social media,
smartphones, loyalty cards, government databases, etc., and can be used to make
analyses and predictions to improve all sectors of society (Lyon 2007; Mayer-
Schönberger-Cukier 2013). This mass data collection will provide the police with
the opportunity to apply Big Data analyses in several key services in the future.
Rather than focusing only on the people who are ‘suspected’ of crime or at risk of
crime, there is a shift to collecting everyone’s data with pre-emptive surveillance
technologies such as Big Data.
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One result of this ubiquitous data collection and analysis is that, in combination
with all other surveillance technologies that are around, there is a cumulative sur-
veillance effect (Mitchener-Nissen 2014). Particularly with the Snowden revela-
tions, this has led to ‘chilling effects’. The unwillingness or inability of journalists
and writers to write and publish solely on the basis of their professional judge-
ment or whistle-blowers being afraid to speak out may cause increased distrust in
police and authorities and can have an impact on social cohesion. These chilling
effects are harmful to creativity and freedom of expression, breed conformity, and
have an impact on people’s ability to hold power to account through peaceful pro-
test (pen America 2013; Campbell and Van Brakel 2015).12

Furthermore, one can argue that, intertwined with this cumulative surveillance
effect, a cumulative disadvantage effect is taking place. As law enforcement focuses
on certain types of crime, such as the high-impact crimes that are more likely to be
committed by the poor, and less on other types of crime, such as white collar
crimes, which are more likely to be committed by the rich or by corporations,
people who commit the first type of crime are more likely to have criminal records
and be put under surveillance. The crime data that are available, therefore, will also
tend to focus on these specific types of crime, with the result that predictive polic-
ing also focuses mainly on these high-impact crimes, causing the above-
mentioned bias towards high-impact crimes to become even more entrenched.
This data may not only be biased but may also be unreliable if it has been fiddled or
inaccurately recorded, as has been shown in the uk, for instance, by uk Statistics
Authority (2014) and evidence by Her Majesty’s Chief Inspector of Constabulary
(Winsor 2013).

These biased and unreliable statistics, generated as a result of targeted crime con-
trol efforts in an era of Big Data, moreover, can now potentially lead to even more
intensive surveillance of these population groups (Gandy 2009). The presence of a
significant group in law enforcement who have biased assumptions about crime
and ethnicity is clearly demonstrated by the disproportionate number of deaths of
people of colour by the police in the United States (The Guardian 2015)13 and by
the pervasive ethnic profiling by police forces in the eu (see above). People who fit
into certain social or ethnic categories will potentially be disproportionately target-
ed by these systems, especially if their application will be used in the context of
anti-terrorist or de-radicalization policies.

Impact on trust and democracy
As a result of the above-mentioned cumulative disadvantages, trust in police and
government among certain groups in society may become so low that people who
are in need of help will cease to turn to the government. A recent quantitative
study by Brayne (2014), for instance, found that individuals who have been stop-
ped by the police, arrested, convicted, or incarcerated are less likely to interact with
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surveilling institutions, including medical, financial, labour market, and educa-
tional institutions, than their counterparts who have not had contacts with crimi-
nal justice. As criminal justice contacts are disproportionately distributed, the
study suggests that system avoidance is a potential mechanism by which the crim-
inal justice system contributes to social sorting and increased marginalization. In a
‘Big Data’ society in which data collection is increasingly necessary to obtain
rights, this will contribute to the social exclusion of already excluded social groups
(Lerman 2013).

Apart from the above, there are a number of groups of people whose data is inten-
tionally or unintentionally not included in databases such as the Amish people,
Roma, travellers, but also Luddites and people who just do not like technology,
are not on Facebook, avoid buying a smartphone, etcetera. This has consequences
not only for those people themselves and how they obtain rights, but also for the
effectiveness of the technologies, as someone who might have committed a crime
may not have been included in all the databases. Not being included in government
databases, finally, might become synonymous with being suspicious, with people
who actively try and avoid being in the system automatically becoming more sus-
picious and considered riskier. They will be stigmatized as a result.

5 . 3 . 2 e m p o w e r i n g  e f f e c t s  o f  b i g  d a t a  o n  c i t i z e n s
The potential disempowering effects of Big Data described above paint a bleak pic-
ture if policymakers and lawmakers do not take the datafication of society seri-
ously and start devising policies and legal safeguards to protect citizens. However,
discussing only the disempowering effects of these practices would run the danger
of ignoring the agency and reflexivity of subjects of Big Data as well as the variable
ways in which power and participation are constructed and enacted (Couldrey and
Powell 2014). In addition, it would not leave any space for discussing the positive
consequences or potentials of Big Data. Technology itself is neither good nor bad,
nor is it neutral (Kranzberg 1986); it can be implemented for very different reasons,
including control and care (Lyon 2001; Van Brakel 2013). Technology needs to be
studied in its socio-political technical setting. Hence, thinking about the empow-
ering effects of Big Data implies thinking about the broader socio-political context
that should promote empowerment. In relation to crime prevention, this implies a
shift in policymaking towards a more ‘positive’ criminology, that is, a different
way of thinking about crime prevention.

Thinking about crime prevention both in policy and in certain academic crimino-
logical communities is often characterized by negative terms such as ‘fighting’,
‘combating’, ‘tackling’, ‘controlling’, ‘punishing’, and ‘preventing’ (Schuilenburg
et al. 2014). More caring solutions are often portrayed as soft and ineffective or not
a police task. With regard to predictive policing, very little is said about how this is
going to improve trust in the police and empower communities; the emphasis

1 2 8 e x p l o r i n g  t h e  b o u n d a r i e s  o f  b i g  d a t a



mainly lies on control, both internal control, that is, more effective police manage-
ment, and external control, that is, controlling crime. The community policing
discourse has been pushed aside to make room for cost-efficient solutions and the
‘technological fix’, which will protect the future from danger and harm. By con-
trast, Schuilenburg, van Steden and Oude Breuil (2014) advocate a shift in thinking
towards a more ‘positive’ criminology, which is based on concepts such as care,
belonging, and trust and takes into account human connectedness and local
capacity building.

In this spirit, crime prevention policies should be shaped from the bottom up and
match community needs with law enforcement needs. Should law enforcement
not consider positive and caring alternatives that have as their goal to empower
communities and individuals and to remove conditions that tempt people into
crime? This implies a focus on long-term policies that will have a lasting effect,
instead of a focus on populist and immediately effective and visible repressive
measures by which certain policymakers, with their eye on upcoming elections,
are showing the public that they are doing something about it (Garland 2001).14

Part of this reaction can also be seen as a widespread disillusionment with the wel-
farist criminal justice policies of the previous decades, at least in the uk (Garland
2001). Now, however, we have got on the other end of the spectrum, where ques-
tions of care, human flourishing, and trust are not asked anymore.

Drawing attention to these issues, moreover, does not imply that law enforcement
should completely do away with control and repressive measures. The approach
advocated here, inspired by the idea of ‘positive criminology’, argues for an inclu-
sive and proportional policy that is characterized by control and care, protected by
checks and balances, and that takes pre-emptive surveillance technologies and
their empowering and disempowering effects seriously. This is not a new
approach. When you explore crime prevention literature and official un crime
prevention guidelines, you find a similar approach which is evidence-based and
has provided many examples of best practices (Waller 2006; unodc 2010).

How can Big Data contribute to positive criminology? How can Big Data applica-
tions empower people in the context of crime prevention? In the scarce literature
available about concrete ways in which Big Data can empower citizens, Big Data is
seen as a tool for fighting discrimination and empowering groups. Cedar Grove,
a non-profit initiative in the us, for instance, uses a combination of demographic
analysis, contextual investigation, housing and economic analysis, and geographic
information systems to explore potentially discriminatory implications of public
policy decisions (fpf 2015). In the context of policing and crime prevention, Big
Data can be used as a tool for predicting and visualizing what areas are unsafe for
people to walk home at night or applications that predict what communities
would benefit from extra community policing. Another example could be to use
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Big Data applications to conduct more effective police work audits to increase
effectiveness but also as an accountability and transparency tool to weed out bias
and error from predictive policing applications.

To give a concrete illustration in the context of crime prevention, there are two
ways in which you can think of using predictive Big Data policing for preventing
people from committing crime in the future. The first response is the pre-emptive
repressive response: to develop software that will analyse Big Data to predict what
people are at risk of committing crime so the police can intervene before the crime
is committed by them. An example here is the beware software, which we dis-
cussed in section 5.2.

The second response is the positive criminology response: similar to the above-
mentioned Cedar Grove initiative, a consortium of police, social workers, neigh-
bourhood workers, schools, civil society organizations, and city planners could
work together and use Big Data applications to identify what areas in a city need
more attention (areas where, for example, an increasing number of young people
are more at risk of radicalizing) and identify what specific problems in that area
need to be addressed. Data could include school quality measures, percentage of
neighbourhood green, crime rates, mean income, percentage of unemployment,
etc. If you have areas that are run down, lacking green spaces, with a concentration
of people who are disadvantaged or unemployed with no future prospects, crime
figures will be higher than in other areas.

A caring intervention here might be to improve schooling and urban space, to
invest in community policing, to invest in parenting and family support pro-
grammes, public health, building up trust with the community, empowering vic-
tims of crime, etcetera (for knowledge and evidence-based crime prevention
policy, see Waller 2006; unodc 2010). It is a more positive long-term strategy to
change the conditions in society so as to prevent people from embarking on crime.
A repressive intervention will only take place if it is really necessary, but budgets
are divided equally over both controlling and caring measures.

These two responses are very different. The first type of response is known to have
a lot of social and ethical consequences and may have a disempowering effect on
citizens, particularly if it is implemented in a repressive way. Nor has it been
demonstrated that it is effective. The second type of response, in contrast, can be
underpinned with promising criminological empirical evidence and best practices,
contributes to empowering citizens and society as a whole, and encompasses a
long-term strategy, changing the structural sources in society that contribute to
crime.
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Finally, the question arises how can we make existing applications such as cas and
beware more empowering for citizens and reduce the disempowering effects.
One way forward would be for the police to have increased awareness of the
potentially disempowering effects, as their only current concern is its compliance
with data protection regulation. Secondly, policymakers could expect the police to
comply with an independent evaluation with particular quality standards when
they pilot a new technology, which includes a proportionality test. Furthermore,
the police could provide clear redress procedures and compensation to citizens
that have been negatively affected by a certain technology (who have been falsely
accused, for instance). A final idea is for the police to consider the predictive map-
ping application as an opportunity not only to catch more criminals but also to
provide citizens in burglary-prone areas with better information about securing
their property and to increase trust between citizens and the police.

5.4 concluding remarks

A number of conclusions, points for discussion and pointers for future research
can be identified in this chapter. A first conclusion is that Big Data is a new techno-
logical development that should be situated in its socio-historical context as part of
a larger trend that can be described as pre-emptive surveillance. Just like other sur-
veillance technologies, it can have good and bad effects, and it can empower and
disempower individuals, groups, and society as a whole. Awareness is crucial.
Time will tell if Big Data and predictive policing can indeed play a positive role for
citizens in crime prevention. As we have shown, the effectiveness of these applica-
tions in cutting crime and improving security is still unclear, and several potential
disempowering effects have been identified, particularly with regard to predictive
identification.

Secondly, predictive Big Data policing should be seen as one of several tools to
support existing practices. Many police officers using the technology might recog-
nize this, though policymakers focusing on cutting costs or winning elections
might invest all their money in the technology, with the result of minimizing
investments in essential police work and effective crime prevention initiatives or
best practices that are more caring and might not necessarily imply the use of tech-
nology. Police forces in many countries are investing in new ict technologies and
strategies (see Jackson et al. 2014; Nationale Politie 2015; College of Policing 2016).
No reference is made to investing in existing best crime prevention practices or
advancing knowledge of effective alternative (also non-technological) strategies.
Welsh, Farrington and O’Dell (2010), for instance, showed how alternative public
surveillance measures such as security guards, place managers, and defensible
space, instead of cctv, are encouraging approaches to reducing crime. This
question, therefore, must be asked: why is little to no money being invested in
exploring alternative strategies and measures or in rigorous evaluations of tried-
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out strategies? In relation to this, there appears to be a lack of knowledge-based
and evidence-based crime prevention15 policy (see also De Vroe and Ponsaers
2014), which will translate into what funds will be invested in what type of Big
Data applications. Instead of investing in crime prevention strategies and best
practices that have proven to work (Waller 2006; unodc 2010), money is being
invested in technologies that have not yet proven their effectiveness and that, pre-
dictive identification applications in particular, may have potentially disempower-
ing effects on citizens and society.

Thirdly, what has become clear in this chapter is that predictive Big Data policing is
a tool that can improve policy but that there is a serious potential for the disempo-
werment of individuals, groups, and society depending how it is implemented and
with what intention. It is not just privacy and data protection that are an issue;
there is a whole plethora of potential consequences that are often not taken into
account when implementing such technologies.

Fourthly, more discussion and empirical research is needed to explore how
Big Data can be implemented for crime prevention in a more positive, caring way
that enhances social cohesion and empowers people and to explore how Big Data
can contribute to the empowerment of citizens with the goal of preventing crime
in sustainable ways. It should be noted, however, that the current neoliberal cli-
mate in many European countries, with its narrow focus on austerity measures,
cost-effectiveness, and managerialism and its lack of knowledge-based and evi-
dence-based policies, does not stimulate another way of thinking about crime or
investments in evidence-based cost-effective policies.

Finally, a lot of critical academic literature on Big Data has tended to focus on the
negative and disempowering effects of Big Data. Such a focus on the negative only,
however, gives a distorted picture and bypasses the fact that the technology might
have empowering effects on people and society if it is used in a different way with
different motivations. As has been shown in the section on the empowering
effects of Big Data, predictive Big Data policing can be used in different ways: it can
be used in a repressive way, involving a lot of risk of disempowering citizens, and it
can be used in a more positive way as advocated by positive criminology. By build-
ing trust in the community and exploring ways in which Big Data can play a bot-
tom-up role, this may help to build community relations, and using predictive
policing applications to prevent crime in this way can have empowering effects.
Furthermore, first results show that Big Data applications might have an empow-
ering effect on police officers and police work itself, although, to be effective, the
police ict systems need to be able to process the more powerful software, which is
currently not the case in the Netherlands, Belgium, and the uk (De Ruyver 2010;
Budget and Performance Committee Greater London Authority 2013; Jonker and
Van Wely 2015). Further research is needed to explore what is possible. In addition,
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more attention needs to be paid to making the existing predictive policing practi-
ces more empowering for citizens by taking the risks into account and by making
sure that efficient checks and balances are in place.
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notes

1 For instance, the uk National Policing Vision (2016) states: “Predictive analysis and real-time

access to intelligence and tasking in the field will be available on modern mobile devices.

Officers and staff will be provided with intelligence that is easy to use and relevant to their

role, location and local tasking.”

2 Actually, there is increasing opposition against new surveillance technologies by police offi-

cers; in the uk, for instance, an increasing number of police forces is cutting down on their

cctv cameras as they do not feel they are effective: bbc News (2015) The end of the cctv

era?, bbc News 15 January 2015. In the course of this study, Belgian police officers also indica-

ted that there was a lot of opposition in their force towards implementing new technologies.

3 Traditionally, the subjects of surveillance discussed in surveillance literature are human

beings. However, this does not mean that only humans are being surveilled. Both within and

outside surveillance studies, literature can be found on surveillance of animals and nature

(Haggerty and Trottier, 2013), of places, locations, and spaces (Koskela 2000; Graham and

Wood 2003; Klauser 2008), and of objects (Adey 2004). The term entity is used here to

encompass all these categories (a more elaborate discussion can be found in the forthcoming

PhD thesis Taming the Future. A Rhizomatic Analysis of the Consequences of Pre-Emptive Sur-

veillance).

4 Exceptions include Ferguson (2014) and Joh (2014); however, no European-focused or socio-

scientific publications were found.

5 This is a summary of a more extensive case study conducted for the wrr.

6 This seems to be in contrast with displacement effects of burglaries identified by the Dutch

police in the context of using cas.

7 Smart video surveillance with behaviour detection software has been implemented at several

sites in the us (see ai Insight technology) and is also being trialled in Europe, at Schiphol air-

port, for example (Heck 2014). The software gives an alarm when it spots suspicious behav-

iour. Although the intervention itself is still done by humans, the technology has an increas-

ing influence on the decision about what is suspicious behaviour and reasonable suspicion.

8 Neither the PredPol nor the Beware website gives any explanation of how their algorithms

work.

9 Data mining learns by example: what a model learns depends on the examples to which it

has been exposed. The data that functions as examples is known as training data. Labeling

examples is the process by which the training data is separated out into the relevant classifica-

tions (Borocas and Selbst 2016).

10 See, for instance, a recent example in Cambridge where a female paediatrician could not use

her security passcode to enter the female changing rooms at a gym because anyone with the

title of ‘doctor’ was automatically categorized as male by the algorithm (McPherson 2015).

11 See, for instance, recent instances of ethnic profiling by the police in : violent arrests of teen-

agers in and students in and violent treatment of the deradicalization expert Montasser

Alde’emeh. See Callewaert (2015) ‘Amnesty International: Politiek moet zich buigen over
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racistische incidenten bij politie’, De WereldMorgen, available at: www.dewereldmorgen.be/

artikel/2015/12/02/amnesty-international-politiek-moet-zich-buigen-over-racistische-

incidenten-bij-politie.

12 See Surveillance: Citizens and the State – Constitution Committee (www.publications.par-

liament.uk/pa/ld200809/ldselect/ldconst/18/8051403.htm Q568) and Steel and Morris v.

echr application no. 68416/01 and Steur v. echr application No. 39657/98.

13 The British newspaper The Guardian has started a project known as ‘The Counted’ to count

the number of people killed by the police and other law enforcement agencies in the United

States since 2015, to monitor their demographics, and to tell the stories of how they died.

The database combines Guardian reporting with verified crowdsourced information to build

a more comprehensive record of such fatalities.

14 In his seminal study of crime control policy in the us and the uk in the 1980s and 1990s,

Garland (2001) showed that the state was not interested in crime reduction per se but “aban-

dons reasoned, instrumental action and retreats into an expressive mode that we might, con-

tinuing the psychoanalytic metaphor, describe as acting out – a mode that is concerned not so

much with controlling crime as with expressing the anger and outrage that crime provokes.

It is this predicament and the authorities’ deeply ambivalent reactions to it – rather than any

coherent programme or singular strategy – that have shaped crime control and criminal jus-

tice in the late modern period.” (Garland 2001: 110). For a clear example, see the wide-scale

implementation of cctv in the in response to the Jamie Bulger murder (Norris and Arm-

strong 1999).

15 It should be noted that knowledge-based and evidence-based here does not refer to evidence

that certain risk factors are more reliable predictors than others but to policies that have been

implemented or piloted and have been shown to work in practice.
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PART II I

legal perspectives on big data





6 predictive profiling and its legal limits:
effectiveness gone forever?

Paul De Hert & Hans Lammerant

Societal activities are increasingly mediated by digital technology, leading to new
forms of visibility left by their digital traces. The spread of digital technology also
gives rise to new forms of cognition, made possible by data analysis techniques
that allow sense-making and the steering of governance. ‘Big Data’ is the new term
pointing to the growing availability of data and new data-driven practices. Profil-
ing is one of these new forms of cognition. Although it is not new, profiling is
flourishing in the Big Data environment and used on a much wider scale than ever
before.

We examine predictive group profiling in the Big Data context as an instrument of
governmental control and regulation. We first define profiling by drawing some
useful distinctions (section 6.1). We then discuss examples of predictive group
profiling from policing (such as parole prediction methods taken from the us) and
combatting fraud (the icov and syri systems in the Netherlands) (section 6.2).
Three potential risks of profiling – the negative impact on privacy; social sorting
and discrimination; and opaque decision-making – are discussed in section 6.3.

We then turn to the legal framework. Is profiling by governmental agencies ade-
quately framed? Are existing legal checks and balances sufficient to safeguard civil
liberties?1 We discuss the relationship between profiling and the right to privacy
(section 6.4) and between profiling and the prohibition on discrimination (sec-
tion 6.5). The jurisprudence on the right to privacy clearly sets limits to the use of
automated and predictive profiling. Profiling and data screening which interfere
without distinction with the privacy of large parts of the population are dispro-
portional. Applications need to have some link to concrete fact to be legitimate.
An additional role is played by the prohibition of discrimination, which requires
strengthening through the development of audit tools and discrimination-aware
algorithms. We then discuss current safeguards in Dutch administrative, criminal
procedure and data protection law (section 6.6), and witness a trend of weakening
safeguards at the very moment when they should be applied with even more rigor.
In our conclusion we point to the tension between profiling and legal safeguards.
These safeguards remain important and need to be overhauled to make them effec-
tive again.
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6.1 profiling and big data:  concepts,  distinctions and
evolutions

Human and automated profiling
It is useful to remind ourselves that profiling is not new and can be done without
modern automated and statistical techniques (‘human profiling’). Practices of eth-
nic profiling by police during stops and searches on the street are an example of
human profiling, albeit a problematic one.2

In general, a profile is a set of characteristics, features and attributes with which a
person or a group can be discerned from another person or group. What interests
us here is a specific process of differentiating based on the automated processing of
data. The form of profiling we have in mind is based on the use of ‘Knowledge Dis-
covery in Databases’ (kdd), better known as data mining (although this is only the
analysis step in the process) (Fayyad et al. 1996). The purpose of kdd is to find use-
ful patterns in data, which can be gathered from different sources. The first stages
of the process entail selecting and gathering data and preparing it for analysis.
In the actual data mining, data is analysed with the use of algorithms in order to
discern patterns. While these patterns reflect correlations in the data, they are no
proof of causal relations. A pattern can be an indication of a relevant underlying
causal process, but it can also be the result of uninteresting processes or noise.
Therefore the final step consists in evaluating these patterns for their relevance.
From these selected patterns a profile can be derived. This profile does not consist
of ‘raw’ data or observations, but is a mathematical model of the phenomenon or a
reference to the group to discern.

Data mining makes use of new statistical techniques driven more by data than by
theory. Traditionally, a hypothesis is formulated first, which is then verified with
the data. The emphasis is on clarifying assumptions and using statistical methods
to differentiate between significant correlations and correlations that are spurious
or cannot be guaranteed to differ from chance. The new data-driven approach, for
which the term data mining has become common usage, begins with the data and
searches for patterns. Selection is done later as part of the interpretation. This
allows discovering unforeseen relations in the data, but also introduces the risk of
using correlations and models without understanding the actual process that pro-
duced them. Many data mining algorithms are opaque: it is difficult or impossible
to determine how the resulting model was built and which correlations were taken
into account. We also need to remember that the results are purely probabilistic
relations which need verification. In other words, they deliver no proof but only
indications for where to look. Whereas the traditional approach uses statistics to
determine or measure the veracity or plausibility of a hypothesis, it becomes a dis-
covery method in itself in the data mining approach.

1 4 6 e x p l o r i n g  t h e  b o u n d a r i e s  o f  b i g  d a t a



Creating and using a profile: three groups of affected people
What we have described so far is the creation of a profile. It has to be distinguished
from the use of profiles in decision-making processes, which consists of applying
profiles to datasets and checking which persons, objects or phenomena conform to
the profiles, and making decisions based on the result. Profiles can be used to iden-
tify people, to attribute specific risks to them, and to act upon them in specific
ways. Custers identifies four possible uses of profiling (Custers 2014). First, as a
selection instrument to decide which persons or groups deserve more attention to
guide controlling efforts.3 Second, as an instrument in decision-making, where
decisions are made based on the profile without further investigation. The space
for such use is limited as the data protection framework forbids automated deci-
sion-making without further human intervention.4 A third use of profiling is as a
detection instrument, to detect if certain rules have been violated, not who has
violated them. Fourth, profiling can be used to evaluate practices and interven-
tions.

The distinction between the creation of a profile and its use is crucial for our legal
analysis, as its creation and use happen at different moments and under different
circumstances, and make use of different sets of data. To make a profile, data is used
from a wide range of people, including citizens who are not suspected of violating
any laws. The application of a profile uses only the data of the persons being
checked, which can be a large set or just one person. This distinction notwith-
standing, profiles are linked to their use. Their envisaged use will define what must
be differentiated and thus provide the criteria to discern relevant patterns during
the creation of a profile. The purpose also matters when evaluating the legitimacy
of profiling.

Three groups are affected by the use of profiling: persons whose data is used to
create the profile, persons to whom the profile refers, and persons who are subjec-
ted to decision-making based on the profile. These three groups often overlap but
are not by definition the same.5

Personal and group profiling
Group profiles must be distinguished from personal profiles. A personal profile
concerns an individual subject. Through a set of features, this subject can be iden-
tified and targeted. An example is device fingerprinting, where a device is recog-
nized by specific technical features such as installed software or an ip number.
Face recognition and other forms of biometric profiling also create personal pro-
files. A group profile concerns a category of people. The data mining process
uncovers a range of correlated attributes and links these in a specific pattern that
constitutes the category or group profile. While this can be an existing group, in
many cases the category is established through the process of profiling itself and
has no existence before the creation of the profile (Hildebrandt 2008).
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We need to differentiate between distributive and non-distributive group profiles.
When all members share the features, the group profile is distributive; the profile
gives an exact representation of the features of individual group members. In this
case the group profile can be applied to group members as if it is a personal profile.
In contrast, a non-distributive profile only represents a statistical relation. Group
members do not share all features, but have most of them. Membership represents
a correlation between the set of attributes of a member with the attributes of other
group members. The difference becomes clear when subjects who accord with a
non-distributive profile are treated as if they match a distributive one. An average
characteristic or behaviour as represented by the profile is then considered as a
characteristic of each group member. The result is stereotyping, which can lead to
discrimination (as in the aforementioned ethnic profiling) or normalizing effects
on group members (Hildebrandt 2005; Vedder 1999).

Predictive profiling entails the use of profiling to generate predictions. The profile,
extracted from data on past behaviour or known cases, is used to infer current or
future behaviour or the state of unknown cases. As such, the profile is a probabilis-
tic model. It does not represent actual behaviour or a real state of affairs, but a pre-
diction of this behaviour or state of affairs. Again, treating this probabilistic repre-
sentation as an exact one can be problematic, as it assumes that nothing changes.

The dual impact of Big Data on profiling
Automated profiling based on data mining is not yet by definition an application of
Big Data. Although Big Data is not a precisely defined concept and is often used as
a buzzword, it reflects a change in techniques to collect and analyse data. The term
originates from developments in database technology, where data became too vol-
uminous to store or analyse on a single computer. Big Data is often characterised
by its 3 V’s definition (volume, velocity, variety). It has to deal with much larger
volumes of data, collected or produced at much higher velocities, and consisting of
a much wider variety of, often unstructured, data (Kitchin 2013).

Legally it is irrelevant whether profiling is part of a Big Data application or not.
But Big Data magnifies the impact of profiling and puts greater stress on the checks
and balances in the legal framework. One important change is that Big Data
strengthens the evolution towards a data-driven epistemology, from checking
hypotheses to exploring data for correlations (Kitchin 2014). While this was
already signalled with the advent of data mining, Big Data creates a new environ-
ment in which these techniques become much more powerful.

Another change can be seen in data aggregation and collection methods. Data is
aggregated through linking existing data sources and making them inter-operable.
Data collection also becomes more sensor-driven, partly through the mediation of
digital technology. New types of sensors are entering widespread use, such as
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anpr cameras, or are slowly becoming a technological reality, like smart cameras
with face recognition. These changes – from once anonymous train or parking tick-
ets to the more permanent and individualised visibility of behaviour through the
use of ov cards and sms parking – are creating new visibilities. We now look at
some concrete examples of profiling in the us and the Netherlands.

6.2 profiling in the public sector:  examples from
policing and administrative anti-fraud policies

The advent of profiling as a governmental technique of control is not only due to
new technological possibilities, but also fits changing approaches to management
and security. Julia Black has written authoritatively on the ‘new public risk man-
agement’ in public administration, where assessments and technologies are used
to develop decision-making frameworks to prioritize regulatory activities and
deploy resources (Black 2005). A range of other authors, mainly in criminology
and police studies, have addressed changes in security policies. Traditional post-
crime policing approaches, directed at investigation and the punishment of crime,
have been deemed unable to deter crime and have been exchanged for more pre-
ventive, pro-active strategies. One of these is intelligence-led policing; its main
characteristic is “its insistence to build up intelligence through all kinds of data
collection strategies” (Van Brakel and De Hert 2011).

These trends in management and policing interact with technological develop-
ments, allowing for much wider data collection, aggregation and analysis. Intelli-
gence-led policing is very open to the growing use of surveillance techniques and
leads to a widening net of observation and data collection. Similarly, intelligence-
led policing is open to new analytical uses of this data such as predictive and auto-
mated profiling. The preventive approach is not only seen in policing strategies,
but also in criminal and punitive policy. Again we see the interaction with new
technologies, such as the use of profiling techniques for parole decisions in the us
(Van Brakel and De Hert 2011).

The interaction of Big Data with intelligence-led policing is equally visible in the
growing effort to make data available for law enforcement and security purposes.
On the eu level, there has been a steady build-up of European-wide information
systems like the sis ii, vis and Eurodac. The exchange of information between
police services has become the norm with the introduction of the principle of
availability. Specific legal frameworks concerning information collection and
exchange have been set up, e.g. on terrorist financing, the retention of telecommu-
nications data (now annulled by the ecj), and the ongoing discussion on Passenger
Name Records. We now take a closer look at some examples in the us and the
Netherlands, first from the security field.
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In the us, automated profiling techniques for policing have grown popular under
the label of ‘predictive policing’. Predictive policing builds on older statistical
approaches using crime statistics, but has developed using new data mining tech-
niques and more sources of data. A rand study on predictive policing gives a good
overview of approaches and cases. It found four main methods of predictive profil-
ing in policing: (1) methods for predicting crimes;6 (2) methods for predicting
offenders;7 (3) methods for predicting perpetrators’ identities;8 and (4) methods
for predicting victims of crimes9 (Perry et al. 2013).

The most widespread forms of predictive policing are type 1 (predicting crimes)
and 4 (predicting victims). They aim to uncover crime hotspots, in terms of time
and place, where future criminal activity can be expected. Crime statistics are com-
bined with gis and data sources like traffic data. This predictive profiling of hot-
spots is used to guide police patrolling and observation. Another example of hot-
spot profiling reveals which types of shops and branches are most vulnerable to
robberies.10 These methods have been reported to deliver positive results and are
becoming general use in the us (Perry et al. 2013).

Although considered much less developed, profiling methods are also entering
into use for the criminal profiling of offenders (Perry et al. 2013: 81). The methods
for predicting the risk that an individual will offend in the future are mostly based
on risk assessments methods. The main challenges for these methods are inter-
rater reliability (agreement between raters, a measure of the reliability of this data)
and misspecification of the predictive model (Perry et al. 2013). These challenges
notwithstanding, parole prediction methods are used in a majority of us states
(Harcourt 2005). Previously based on risk assessment methods, they are also now
based on software (McCaney 2013). Florida, for example, uses predictive methods
to assign juveniles to rehabilitation programs (Perry et al. 2013). Another example,
as advanced as it is controversial, is the Chicago police pilot program to create a
‘Heat List’ – “a rank-order list of potential victims and subjects with the greatest
propensity for violence.” The Heat List is “generated based on empirical data com-
pared with known associates of the identified person” – that is, on social network
analysis (Chicago Police Department 2013). The program is inspired by the work of
sociologist Andrew Papachristos, which showed that the majority of homicides
occur in a relatively small network within the population. People on the Heat List
are contacted and warned not to commit an offence, sometimes to their surprise if
they have previously never been in contact with the police (The Verge 2014).
Methods to create profiles of likely perpetrators of past crimes are generally not
based on automated modelling but on crime analysts combining and querying
datasets. They use larger and more diverse sets of data but the modelling itself is
not done by algorithms but by human intelligence. Examples include geographical
profiling, or trying to locate perpetrators based on the pattern of crimes, and
modus operandi similarity analysis (Perry et al. 2013).
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Similar methods can be used outside the security context and are now used by the
public sector to combat tax and social fraud. A gao report found the us federal
government using a wide range of data mining applications, many but not all using
personal data. Typical applications aim to detect fraud or abuse or to improve
service or performance (gao 2004).

A Dutch example is the Infobox Crimineel en Onverklaarbaar Vermogen (icov),
a cooperative structure between the tax and customs authorities, police and public
prosecutor to map criminal and unexplained finances, money laundering and fraud
constructions and to recover public financial claims. Its tasks include developing
indicators and group profiles, which can be based on personal data (Convenant
icov 2013).

Another Dutch example to combat social fraud is the linking of a wide range of
personal information through the syri (System Risk Indication) instrument.
This system is based on the Wet structuur uitvoeringsorganisatie werk en inkomen
(suwi), or the law covering the organisational set-up of government tasks in social
insurance and employment. The syri system combats social fraud and the abuse of
public money, with a range of public authorities pooling their data resources and
screening them using risk models. The range of information that can be used is
very broad, and includes data on labour, taxes, social security, property registers
and debt. Specific sources are selected and a risk model that defines the profile of
potential fraud is developed for each project. When approved by the minister,
the data goes encrypted to an analysing unit. There the profile is applied to the data
and people linked with a potential fraud pattern are flagged. Following analysis,
partners receive risk notifications on flagged persons for further action. These are
also kept in a register, where people can inquire if they are included.

The syri system has a well-developed organisational framework and is said to
comply with existing data protection obligations. In terms of proportionality, it is
striking that the only limiting factor on the data included for analysis is the risk
model or profile of potential fraud. The model has to be developed before the
screening of data begins; the system is thus not used without precautions and
excludes the unlimited screening of data. However, no suspicion or indications are
needed to start a project; nor are factual grounds. The risk models contain general
assumptions about indications of fraud, without requiring a concrete problematic
based on facts. This has been criticised by the Dutch Data Protection Authority,
which insists on preliminary ‘evidence’ to start the system and the application of
the ‘Select before you collect’ principle. This implies that the link between indica-
tors and possible fraud must be legitimate, and that only those types of data tied to
this indicator can be selected. It also implies selecting the persons whose data will
be used beforehand and to legitimize this choice (cbp 2014).
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6.3 potential risks of profiling:  privacy,  social sorting
and discrimination, opaque decision-making

Profiling techniques can increase efficiency as they allow for more precise targeting
and the economizing of efforts in a whole range of areas. Custers describes how
prioritizing inspections based on risk models of illegally splitting living space
made inspections more effective (Custers 2014). Similarly, guiding policing efforts
through predictive policing in the us is generally considered successful (Perry et al.
2013). But it is not without risks, of which we want to highlight three: privacy,
social sorting and discrimination, and opaque decision-making.

Firstly, there is a heightened risk of intrusive interferences to privacy due to the
heightened surveillance. Profiling is in itself highly intrusive to a wide range of
people, especially if it is used routinely. The technical possibilities encourage mak-
ing a growing amount of data sources available, in terms of both linking existing
sources of data and the implementation of new systems soliciting behavioural
data. The result is a widening net of data collection and surveillance, which can
have a heavy psychological impact. This impact comes not from the data collection
itself but from its integration and transformation into knowledge about people
(Hildebrandt 2008a). Hildebrandt points to privacy as a public good and its rela-
tionship to autonomy and human agency. Profiling can result in information
asymmetries threatening such autonomy (Hildebrandt 2008b). This risk affects all
people whose data is used to build the profile as well as people to whose data the
profile is applied.

Secondly, there is the risk associated with social sorting, or sorting people into cat-
egories assigning worth or risk, and stereotyping. The formation of a suspicion,
which can legitimize further public intervention, is no longer based on specific
facts but on people’s characteristics. It thereby threatens the principle of equality
and the presumption of innocence and can lead to discrimination (Schermer 2013;
Custers 2014; Gandy 2009). Such discrimination can take several forms. It can lead
to a high control burden for specific groups who often match the profiles. It can
also be hidden discrimination due to the opacity of data mining algorithms.

Thirdly, there are the risks related to opaque decision-making, which plays out on
two distinct levels: the application of a profile and the decision-making based on
its results. The opacity of data mining techniques can create problems through lack
of insight into the veracity of the model. Some data mining techniques result in
profiles where it is very unclear which data were most important and which data
leads to the flagging of a person. Negative influences on reliability can also result
from missing data, bias in the data, or wrong data. This can lead to an accountabil-
ity risk, when too much responsibility is placed on these techniques. This problem
may seem limited, as predictive profiling is mostly used to guide investigative
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measures and further decisions will be based on their findings. But when predic-
tive profiling is used to legitimize intrusive preventative measures, e.g. based on
risk scores, not just the creation of a profile but the whole decision-making process
becomes opaque.

Citron (2008) warns how procedural safeguards are imperilled by automation in
what she calls the ‘automated administrative state’. Involving more humans in the
decision-making process will not do, Citron argues, since in practice there is little
difference between automated decision-making and non-automated decision-
making with human intervention before the decision. People, including state offi-
cials, are often fooled by technology or do not possess the ability or information to
properly assess the computer-generated suggestion. Too much trust in the results
provided by the computer leads to an ‘automation bias’. Coding can result in a hid-
den form of rule-making through programmers’ mistakes or interpretations.
The construction of a profile can be seen as a similar form of hidden rule-making.
Citron shows that procedural safeguards need a major overhaul to remain effective.

6.4 profiling and the right to privacy

The general framework and the problematic proportionality test
Profiling clearly enters the ambit of the fundamental right to privacy. Article 8(1) of
the European Convention on Human Rights (echr) defines the right to privacy as
“the right to respect for his private and family life, his home and his correspond-
ence.” Article 8(2) defines when interfering with this right is legitimate.

The first question is if profiling interferes with the right to privacy. Profiling is not
in itself a form of data collection, but uses data collected earlier, which we assume
took place legally. It means that the data is now in the possession of public authori-
ties, sometimes in the possession of other administrations and collected for other
purposes. Whereas data in the us is no longer considered private once it is held by
other parties or is public (Solove 2004), the European Court of Human Rights
(ecthr) does not limit private life to the intimate sphere. Even in the public sphere
a person’s privacy still has a certain protection. The ecthr pointed out in P.G. &
J.H. v. United Kingdom that there is “a zone of interaction of a person with others,
even in a public context, which may fall within the scope of ‘private life’’’. It also
stated that:

“Private-life considerations may arise, however, once any systematic or permanent record
comes into existence of such material from the public domain. It is for this reason that files
gathered by security services on a particular individual fall within the scope of Article 8,
even where the information has not been gathered by any intrusive or covert method.”
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This clarifies that the use of data linked to persons is an interference to their private
life and needs to be legitimized. Public authorities therefore have a duty to con-
sider the privacy rights of individuals when deciding on the further use of such
data. Similar considerations were raised in other case law on the storage (Leander v.
Sweden, Rotaru v. Romania, Amann v. Switzerland), further retention (S. and
Marper v. United Kingdom), and diffusion of personal data (Peck v. United Kingdom,
Z. v. Finland, Weber and Saravia v. Germany). We can conclude that profiling activ-
ities by public authorities are to be considered interferences to private life, also
when they use data on behaviour in the public sphere (such as mobility data) or
data that was earlier handed to public authorities (e.g. in the context of social
security or taxation). This concerns both the creation of profiles and the applica-
tion of profiles to specific persons.

What makes an interference to privacy legitimate? There are three requirements.
First, the interference has to be in accordance with the law. There has to be some
ground in domestic law for the measure. The ecthr also looks at the ‘quality of the
law’ or the substantive content, which has “to provide safeguards against arbitrari-
ness” (P.G. & J.H. v. United Kingdom). In practice this rather technical requirement
has turned out to be an important check on both human and automated profiling.
In Gillan and Quinton v. United Kingdom, the ecthr held that stop and search
powers by law enforcement in the uk violated privacy, because they are “not in
accordance with law”. Under sections 44-47 of the Terrorism Act 2000, police in
the uk gained the power to stop and search people without any requirement to
first form a reasonable suspicion of unlawful behaviour. The Court held that the
extraordinary breadth of power given to the police under the Act lacked appropri-
ate legal safeguards capable of protecting individuals against arbitrary interference.
The Court also acknowledged the risks of the discriminatory use of powers against
black and Asian persons. Statistics accepted by the Court showed that black and
Asian persons were disproportionately affected by police powers in the uk.

The same strict line was also followed in a case concerning digital surveillance,
a case that led to Liberty v. United Kingdom. Here the ecthr held that a system of
mass surveillance operated by the uk government to spy on all telephone calls,
faxes and emails to and from Ireland was in breach of the right to privacy, since rel-
evant domestic law did not indicate with sufficient clarity the scope or manner in
which to intercept and examine external communications and did not foresee ade-
quate legal protection against the abuse of power. The law has to organize profiling
and data mining powers in such a way that citizens have an understanding of the
procedure to be followed when selecting for examination, sharing, storing and
destroying intercepted material.

Profiling therefore needs a legal basis and legal safeguards need to be provided for
the different stages of the process.11

1 5 4 e x p l o r i n g  t h e  b o u n d a r i e s  o f  b i g  d a t a



Second, the interference has to be for a legal aim, which is relatively easy to fulfil
given the broad range of aims listed in article 8(2).

Finally, the interference has to be ‘necessary in a democratic society’. The notion of
necessity does not involve a strict test of necessity in the sense of ‘indispensable’.
Nor is it as flexible as ‘reasonable’ or ‘useful’. While it allows for a certain margin of
appreciation, which can vary depending on the subject-matter, the scope for inter-
pretation is limited.12 The interference has to be a response to ‘a pressing social
need’ and has to be ‘proportionate to the legitimate aim pursued’ (Leander v.
Sweden, Silver v. United Kingdom, Handyside v. United Kingdom). The proportion-
ality test used to give flesh to the bone of the necessity requirement involves four
steps. The measure must be: (1) put in place to ensure a legitimate objective; (2)
suitable, i.e. in a causal relation with the policy objective; (3) necessary, i.e. not cur-
tailing rights more than is necessary given alternative options;13 and (4) propor-
tionate in a strict sense, i.e. even in the absence of a valid alternative, the benefits
must outweigh the costs incurred by the infringement of the right.

This framework, including the proportionality test, said to be rooted in German
administrative and constitutional law, is well anchored in the working praxis of
both European Courts and national courts. But careful analysis of the relevant case
law shows that both European and national courts often take a deferential
approach towards public security or safety cases in order to leave some discretion
to authorities and legislators, and therefore do not always fully assess the third and
fourth steps of proportionality, namely the necessity and strict proportionality
tests. Judges refrain from assessing choices made by governmental officials. Tech-
nically speaking, this is made possible by the lack of any explicit duty to apply the
full proportionality test. Nowhere in case law do judges bind themselves to such
strict testing. At the European level, the ecthr in some cases suggests that not
choosing the least onerous measure does not necessarily entail a violation of the
echr or, more bluntly, explicitly rejects the test (Popelier and Van De Heyning
2013; Galetta and De Hert 2014).

Applying the framework: eucj data retention (2014) and German Rasterfahndung (2006)
The literature is mostly positive about the privacy case law of the two European
Courts. Although the European Convention on Human Rights only mentions the
right to privacy and does not mention modern technologies or the need to protect
personal data, the ecthr has opened up the Convention by incorporating most
data protection safeguards in its case law. The mere storage of data often triggers
the right to privacy; in the ensuing proportionality test, the specific aims of data
collection are taken into account. A positive proportionality check for data collec-
tion is not automatically carried over to the retention or further use of the data
(S. and Marper v. United Kingdom), which require separate proportionality consid-
erations. The ecthr does not oppose using databases containing data of earlier
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offenders to investigate future crimes, but the persons affected must be limited
and selected according to relevant criteria (Van der Velden v. the Netherlands).
Retaining data because more data makes the system more useful is considered dis-
proportionate (S. and Marper v. United Kingdom, M.K. v. France).

We wish to illustrate the potential effect of the European privacy framework for
the practice of profiling with two other court decisions. First is the data retention
decision of the European Court of Justice (eucj) of 8 April 2014. Directive
2006/24/ec obliged telecommunications and internet service providers to retain
traffic, location and related data to identify the user, but not the actual communica-
tions, for 6 to 24 months and to allow access to this data by law enforcement agen-
cies for the purpose of investigation, detection and prosecution of serious crimes.
The data is not centralised by law enforcement agencies, which can access the data
retained by service providers for specific cases. The obligation to retain data is a
clear example of the growing surveillance engendered by the preventive approach
to security.

The eucj bases its analysis on Article 7 of the Charter of Fundamental Rights of
the European Union (cfreu), which is almost identical to Article 8(1) echr and
Article 8 of the Charter. It considers both the retention of data by service providers
and the access by law enforcement agencies as distinct interferences with the right
to privacy. It points out that retention and subsequent use without informing con-
cerned users “is likely to generate in the minds of the persons concerned the feel-
ing that their private lives are the subject of constant surveillance”. The broad
retention also entails “an interference with the fundamental rights of practically
the entire European population”. The eucj points out that no differentiation or
limitation is made linked to the objective of fighting serious crime. The directive
therefore affects persons for whom there is no evidence linking their conduct to
serious crime. Similarly, there is no relationship between the retained data and
threats to public security. The eucj further points to the lack of adequate rules on
the access and further use of the data, including criteria to determine the limits of
such access and use, procedural rules and conditions, or criteria to limit persons
and the retention period to the strictly necessary. The eucj therefore declared the
directive invalid (eucj, C-293/12 - Digital Rights Ireland and Seitlinger and
others).

Objections to broad interference – affecting the privacy of people having no con-
nection to the targeted threat or criminal behaviour – pose a particular problem for
profiling, especially the creation of profiles and the search for those who fit the
profile. The other objections clarify that precise rules on access, use and retention
of data are needed in any practice of large-scale profiling.
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Another relevant case is the Rasterfahndung (data screening) case decided by the
German Constitutional Court on 4 April 2006 (ecli:de:bverfG:2006:rs2006
0404.1bvr051802). This decision was induced by the complaint of a Moroccan stu-
dent against a large-scale data mining operation searching for possible terrorist
sleeper cells after the terrorist attacks of 11 September 2001. First a dataset was
made of persons fulfilling a set of criteria, which included being of the Muslim
faith. In the state of Nordrhein-Westfalen, this dataset included about 11,000 per-
sons, distilled from a set of 5,200,000 people. This dataset was then compared to
find suspicious matches with a range of other databases, which contained data
concerning between 200,000 and 300,000 people. This screening operation was
followed by other investigative measures, but in the end yielded no results. The
description lets us suppose that the operation involved the querying of databases,
but probably made no use of data mining algorithms.

The German Constitutional Court declared the screening operation unconstitu-
tional. The Court pointed out that the distinct steps of the screening operation
were all interferences with the informational self-determination of people against
whom no suspicion was present. Such interference could only be made propor-
tional in limited circumstances. More specifically, a concrete danger or threat must
be present and this determination must have factual grounds. General assessments
of threat are insufficient, as this would lead to unrestricted competence and
searches ‘ins Blaue hinein’ (fishing expeditions).

These two privacy judgements set clear limits to the use of automated and predic-
tive profiling. In general one can say that the ecthr has transposed its guidelines
on the establishment of safeguards and the minimum safeguards developed in its
jurisprudence on secret listening to more modern practices such as profiling.

These practices need to serve a legitimate aim, need to be regulated with enough
detail in hard law, and need to meet the proportionality test. Our two examples
clarify that activities that interfere without distinction with the privacy of large
parts of the population are disproportional and that such activities must in some
way be linked to factual grounds. One has to admit, however, that the relevant case
law is either very young or scarce, and does not allow stronger or more precise con-
clusions. Continued scrutiny is thus warranted. Investigative methods evolve
together with technological possibilities; old standards can become outdated,
even when laid down in the case law of our highest courts. Profiling and Big Data
give the police ‘something to work with’, which might make their actions less dis-
cretionary and acceptable in light of existing human rights standards.

Ferguson, for instance, analyses the effects of the growing availability of data on
the Fourth Amendment requirement of reasonable suspicion for stop and search
interventions. The original ‘small data’ standard concerned the observable actions
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of unknown subjects. The facts leading to suspicion had to relate to criminal activ-
ity, and not just the person. The availability of more data generally leads to more
knowledge about an identified suspect and a resulting prediction feeding into the
suspicion. The suspicion becomes less related to facts on actual activity and more
related to the person. A suspicion based solely on the person would then allow
stopping and searching that individual at any moment without further justifica-
tion; a link to actual activity thus remains necessary to inform a suspicion
(Ferguson 2014). This analysis can be generalized to practices of profiling to guide
considerations of proportionality.

The decisions mentioned above show that requiring limitations based on factual
grounds is a reasonable approach. The nuanced application of proportionality in
the context of profiling requires further development, one which will maintain
effective safeguards against the generalised application of intrusive methods as
well as methods based on arbitrary or unfounded assumptions.

6.5 profiling and the prohibition of discrimination

Article 14 echr and the 12th Protocol prohibit ‘discrimination on any ground
such as sex, race, colour, language, religion, political or other opinion, national or
social origin, association with a national minority, property, birth or other status’
in the enjoyment of any right set forth in the Convention or by law. eu law con-
tains similar non-discrimination principles.

The ecthr considers discrimination to be “differences in treatment based on an
identifiable characteristic, or ‘status’” and checks for differences in the treatment of
persons “in analogous, or relevantly similar, situations.” The difference in treat-
ment is discriminatory if it has “no objective and reasonable justification”, if it
does not pursue a “legitimate aim” or if there is no “reasonable relationship of pro-
portionality between the means employed and the aim sought to be realised”
(Carson and others v. United Kingdom). Generally, the principle of non-discrimina-
tion requires that comparable situations must not be treated differently and that
different situations must not be treated in the same way (eucj, Heinz Huber v.
Germany).

Data mining algorithms search for correlations in data; the resulting profile can
make all sorts of characteristics a relevant difference. The non-discrimination prin-
ciple limits what can be a relevant difference. The protected grounds are character-
istics that should not be considered relevant, unless they can be adequately justi-
fied. This applies at different stages of the profiling process, from the selection of
data to be used in profiling to the application of the profile.
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Huber, delivered by the eucj, is an innovative judgement on the applicability of
the non-discrimination principle in profiling practices.14 The object of discussion
was a database containing the personal details of foreigners applying for residence
and its further use by police to fight crime.

The eucj concluded, firstly, that this register was not contrary to the law as far as it
served the application of the residence legislation, contained only those personal
data necessary for that application and granted access to other services which had
competences in that field. A comparison with the registration of personal data of
nationals in local registers with less personal data was made and the differences
were accepted as justified as far as the centralised nature of the register allowed a
more effective application of the residence law and it contained only data neces-
sary for that purpose. In other words, the difference in treatment of personal data
of foreigners compared with nationals was considered justified as it served legiti-
mate purposes (application of residence legislation) and the difference in treat-
ment was proportionate with that aim. The difference in treatment was objec-
tively reasonably linked with a difference in legal situation, and therefore justified.

The same reasoning led to a different conclusion concerning the use of this register
for crime fighting purposes. As the fight against crime involves the prosecution of
crimes and offences committed irrespective of the nationality of their perpetra-
tors, this objective cannot justify a difference in treatment between nationals and
other eu citizens resident in the member state. A difference in treatment through
the processing of personal data with a specific system for foreigners was therefore
not justified for this purpose. Again, a comparison was made between foreign eu-
citizens and nationals but here the situation of the two groups was too similar to
justify a difference in treatment, although the aim was legitimate.

Huber underlines the relevance of the non-discrimination principle for profiling.
While the case focused on the government’s storage of and access to personal data,
all other steps of the profiling process (see section 6.1) must be checked on non-
discrimination grounds as well.

Firstly, there is the issue of linking data directly or indirectly to one of the protec-
ted grounds when designing profiles. The Rasterfahndung decision concerned a
profile that included being of the Muslim faith. While the Court approached the
case in terms of privacy, and did not make a separate evaluation of the non-
discrimination principle, it did point to the risk of stigmatisation. Its general con-
clusion that such operations need a concrete threat sustained with factual elements
also points to the obligation to justify the use of such sensitive criteria.
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Secondly, there is a need to apply a non-discrimination test when assessing the
results of the profiling process.15 The application of the profile can result in indirect
discrimination, as the ‘neutral’ application of algorithms leads to an unjustified
burden on specific groups. This requires the application of the non-discrimination
principle to the results of profiling and active checking of whether they lead to dif-
ferential treatment that cannot be justified. Differential treatment is not excluded
by definition. For example, suspects of terrorism inspired by religious, ethnic or
ideological grounds will predominantly be of that religious, ethnic or ideological
background, while suspects of social fraud will be recipients of social benefits.
Nevertheless, differential treatment requires justification, and we can remind our-
selves again of the requirement for a concrete threat sustained by factual grounds
set by the German Constitutional Court.

These are just several examples of how profiles and data mining can violate the
non-discrimination principle.

In their detailed study of the data mining and profiling process, Barocas and Selbst
(2016) found no less than five discriminating mechanisms present at all steps in the
process.16 They include specifying the problem to be solved in ways that affect
classes differently, failing to recognize or address statistical biases, reproducing
past prejudice, and considering an insufficiently rich set of factors. Even in situa-
tions where data miners are extremely careful, there can still be discrimination
when using models that, quite unintentionally, pick out proxy variables for protec-
ted classes. An additional problem is ‘masking’, when data miners are able to dis-
guise intentional discrimination as unintentional.

With the exception of such masking, discriminatory data mining, Barocas and
Selbst hold, is always unintentional. Evidence in court will be hard to produce,
especially since discrimination cannot be legally blocked when there is a ‘business
necessity’ (a us term), a pressing need or a reasonable justification. While both
authors propose a range of non-legal solutions (oversampling, making training
data and models auditable, pre-screening audits, results-focused balancing), they
conclude that law will seldom work and that the market will not inspire costly
efforts to do the profiling right, as a lot of Big Data profiling simply becomes inef-
fective when an absolute interdiction on protected classes or proxy variables is
introduced. Other authors are less negative about the effects of anti-discrimination
and see a role for specific auditing techniques (to be developed) to uncover hidden
biases and for other technological solutions. For instance, the prohibition to dis-
criminate on certain grounds can be modelled into discrimination-aware algo-
rithms (Custers et al. 2013). The legal safeguard must be supported in this area by
the development of technical safeguards and their implementation through stan-
dards and technical regulations. We return to this below.
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Other human rights are affected by profiling, but the right to privacy and the pro-
hibition of discrimination provide the basic safeguards for the problems we identi-
fied in our overview of risks. The procedural safeguards provided in Article 6
echr will be reviewed in our discussion of Dutch procedural safeguards that apply
to profiling for investigative purposes, below.

6.6 additional guarantees in dutch administrative,
criminal procedure and data protection law?

The guarantees offered by the legality and purpose specification principle
While fundamental rights are an important set of checks on governmental powers,
other safeguards elaborated in specific areas of law might be relevant as well.
We now turn to existing legal safeguards in administrative, criminal procedure and
data protection law.

A first safeguard can be found in the legality principle in administrative law: this
principle gives flesh to the idea of the rule of law and the need to limit state powers
by linking them to competences and purposes. Public authorities and their officials
are only allowed to impact on citizens’ freedoms when they have a competence to
do so provided by law. Public authorities and officials have different roles and are
therefore also provided with different competences. Linked to the legality princi-
ple is the speciality principle: a law can only be applied in its specific domain and
therefore competences can only be used for the purposes provided by this law.

Dutch administrative law embeds this in the prohibition of détournement de pou-
voir or the prohibition to use competences for other purposes but those for which
they were provided. Similarly, in criminal procedure law investigation measures
need to be based on law. This requirement not only results from the fundamental
rights provisions in the echr (see our discussion of the legality requirement in
Article 8 echr above) but also from ‘the principle of procedural legality’ found in
Article 1 of the Code of Criminal Procedure (ccp) of 1926. Data protection law has
its specific application of the legality principle through the purpose limitation
principle (personal data may only be collected for specific, explicitly defined and
legitimate purposes) and the requirement for legal grounds to process data.

Closer examination reveals that these principles have grey zones that are skilfully
used by authorities to operate without detailed legislation. The principle of proce-
dural legality (Article 1 ccp), for example, is interpreted in a restrictive way as cov-
ering only those methods of investigation that substantially infringe on funda-
mental rights. Investigative methods that do not, or do not substantially, breach
fundamental rights can always be employed. Article 2 of the Police Act (Politiewet)
on the task of the police is considered by the courts to provide a sound basis for
investigative methods (Van Kempen 2009).
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Equally vague is the Wet bescherming persoonsgegevens (Wbp), the Dutch Data
Protection Act implementing directive 95/46/ec. Article 8 allows the processing
of data on the basis of consent (Article 8a) or in order to comply with legal obliga-
tions (Article 8c), but then opens the spectre by stating that data processing is also
possible when “processing is necessary for the proper performance of a public law
duty by the administrative body concerned or by the administrative body to which
the data are provided” (Article 8d). Article 9 §1 Wbp adds that “personal data shall
not be further processed in a way incompatible with the purposes for which they
have been obtained”. In other words, in limited circumstances, further processing
for another purpose remains possible. These provisions raise important questions
about the resilience of the Dutch Data Protection Act (and other similar acts in eu
Member States that have identical provisions). Note that Article 9§2 contains pro-
visions to limit the possible abuse of the ‘compatibility’ clause.17 The Act on Police
Data (Wet politiegegevens (Wpg)) contains a similar purpose limitation principle
and the grounds for processing, including a specific ground for automated compar-
ison and the combined searching of data.

To the extent that authorities interpret the vagueness in criminal and data protec-
tion law to allow profiling, the intensive exploitation of existing data through the
use of profiles and data mining will go unnoticed by lawmakers and citizens, since
these are considered to be implicit (‘compatible’) or not ‘substantially infringing’
powers. This development will leave the automated administrative state largely
unchecked by legal rules.

There are signs that this development is already well under way. In the memoran-
dum accompanying the suwi proposal (see above), the government explained its
choice for a broad formulation of purpose in order to allow a range of public
authorities to cooperate and act as an integrated public authority. It is thereby
silently assumed that this purpose is compatible with the original purpose for
which data were collected by participating data providers. syri is a framework in
which a different group of partners more specifically define the content and pur-
pose of data exchange for each project; this limits the loosening of the principle.
syri has now become the model for developing a more general legal framework for
the exchange of data between public and possibly private partners (Werkgroep
Verkenning kaderwet gegevensuitwisseling 2014). In the context of Big Data and
the Internet of Things, Moerel and Prins have recently advocated exchanging the
purpose limitation principle for a legitimate purpose principle; they point to
recent proposals by the European Council to allow further processing even for an
incompatible purpose when the legitimate interests of the controller or a third
party override the interests of the data subject (Moerel and Prins 2015). In fact we
see a similar shift towards a legitimate interest principle in these proposals for
cooperation structures, especially when the purpose of data processing is as
broadly formulated as the public task of the authorities involved.
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Guarantees offered by the proportionality, subsidiarity and necessity principles
A second safeguard is the proportionality principle present in all three legal frame-
works. In administrative law the proportionality principle (evenredigheid) states
that decisions may not affect persons disproportionately, compared to the purpose
of the decision. Supervisory and investigative competences may only be used
when needed. In criminal procedure law, the proportionality principle is embed-
ded in the conditions, such as the presence of reasonable suspicion, that must be
fulfilled before certain investigative measures can be taken. The Dutch Data Protec-
tion Act states that personal data shall only be processed when adequate, relevant
and not excessive (Article 11). The subsidiarity principle (the purpose cannot be
reached with less negative impact) and the necessity principle (the interference is
needed to attain the purpose) are linked to the proportionality principle.

In our discussion of the right to privacy (see above), we observed that European
and national courts have held back in testing necessity and strict proportionality,
thereby allowing some discretion to authorities. Here we focus on the requirement
in criminal law that investigative powers can only be used in case of reasonable
suspicion that an offence (infraction or crime) has been committed (cf. Article 27
ccp). This is an important safeguard as it prevents, by using a threshold require-
ment, wide use of the state’s far-reaching powers in criminal law. But the rise of
supervisory powers other than investigative powers and developments that lower
the threshold are thwarting this safeguard. These will be discussed below.

An important distinction in Dutch administrative law is that between supervisory
powers (toezicht) and investigative powers (opsporing). Supervisory powers do
not aim to investigate offences but to observe the application of regulations.
The use of these powers is not linked to any suspicion. As part of these supervisory
powers, officials can demand information or documents. Citizens are obliged to
cooperate; refusing to do so is an offence. Supervisory powers are generally part of
administrative law and have a proactive or preventive role. In contrast, investiga-
tive powers aim to investigate offences with prosecution as their objective. They
are used to respond to an offence, to establish the facts and the guilt of the
offender. In the traditional view they are linked with a suspicion of guilt for an
offence. Investigative powers can be found in both criminal procedure and admin-
istrative law, and are exercised under the control of the public prosecutor.

An intermediary position is taken by powers of (repressive) control. These powers
are similar to supervisory powers in that they are used without the presence of a
suspicion, but with the objective of uncovering offences (e.g. traffic controls).
These powers are traditionally included within the legal framework on investiga-
tive powers (Borgers 2011).
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The distinction between supervisory and investigative powers is important in
light of the prohibition of détournement de pouvoir as it raises the question of how
the subsequent, concurring or overlapping use of different competences is
addressed. It turns out that the courts deal leniently with such issues. The use of
investigative powers when supervisory powers have uncovered an offence is an
obvious, non-problematic response. But questions arise when supervisory powers
tied to a specific part of legislation uncover an offence in the ambit of another law.
Another problem is the continued use of supervisory powers when investigative
powers are employed, or their concurring use. Both have been accepted by the
Supreme Court, in the latter case through the procedural rights of investigative
measures. The exception is when a competence from one law is used exclusively to
obtain the objectives of another law (Borgers 2011).

The link between investigative powers and the condition of reasonable suspicion
has been loosened with the introduction of more proactive and preventive investi-
gative measures. With the introduction of a terrorist crime, the condition of rea-
sonable suspicion was lowered to ‘indications’ of a terrorist crime (Hirsch Ballin
2008; Van Kempen 2009). Article 126gg Sv. regulates the ‘exploratory investiga-
tion’ (verkennend onderzoek) that precedes the proper investigation, which consid-
ers the presence of crimes or their planning among groups of people. It consists of
the collection and analysis of information from police databases or open sources
and is not based on a suspicion against a specific person. Exploratory investigations
begin based on ‘indications following from facts or circumstances’. Mere presump-
tions are not enough; factual grounds are required. When the exploratory investi-
gation concerns a terrorist crime, Article 126hh Sv. allows summoning the delivery
of other databases, including from private data holders. This data can be compared
or processed together with other datasets. Article 126gg Sv. still applies.

Articles 126gg and 126hh Sv. regulate data screening operations within the criminal
procedure, which may include profiling. Their preliminary character implies that
data screening operations remain outside the safeguards of Article 6 echr. The
main safeguard is that these operations happen under the control of the public
prosecutor.

We can conclude that there is a general trend towards allowing data exchange and
profiling by loosening existing safeguards in administrative, criminal and data pro-
tection law. The détournement de pouvoir principle in administrative law was hol-
lowed out much earlier. In criminal procedure we notice the emergence of less
stringent conditions to use data-intensive investigative methods in a much earlier
phase. In data protection we notice the diminished impact of the purpose limita-
tion principle.
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On the one hand, this is done for good reasons. Some of the safeguards were devel-
oped for different technological and societal circumstances. The strict application
of détournement de pouvoir makes good sense for Weberian bureaucratic organisa-
tions, but less sense for networked and interconnected organisations sharing tasks.
Although the strict application of purpose limitation was logical for isolated data-
bases, the linking of data sources is crucial for the new data-intensive methods.

While successful prevention is clearly beneficial for society, it raises the question
of whether attention is now too focussed on loosening safeguards rather than re-
inventing or adapting them. In light of the proportionality principle, the negative
impacts of heightened surveillance are neglected.

Guarantees offered by procedural safeguards
Procedural safeguards for individuals involved in state procedures are a third cate-
gory of safeguards. Dutch administrative law contains a duty of care. It obliges the
administration to carefully establish and review all relevant factual and legal ele-
ments of a case. This includes checking whether advisors have properly carried out
the research requested of them. To give them the opportunity to be heard, the
administration in certain situations must inform affected parties when preparing a
decision. When the authority bases its decision on a technical investigation, the
result must be documented in a report to allow later review.

The procedural safeguards offered by Article 6 echr play a similar role in criminal
procedural law. The procedural rights of a fair trial involve the right of access to a
court, an independent and impartial tribunal established by law. It further involves
the right to a fair hearing, which includes the right to an adversarial trial, freedom
from self-incrimination, and so on. Criminal procedures have extra safeguards
such as the assumption of innocence (Harris et al. 2009). Guarantees in criminal
procedures apply from the moment a person is charged with a criminal offence;
they do not apply to pre-trial investigations or preventive measures preceding a
criminal charge. The impact of these rights can be seen in the duty to cooperate
with supervisory powers. Once investigative measures are employed, the freedom
from self-incrimination comes into play. This also applies to administrative sanc-
tions when these have punitive or deterring objectives (Borgers 2011).

A range of similar safeguards are recognized in data protection law (‘data subject
rights’): the right to be informed, to access the data, to have it corrected or (when
no longer relevant) deleted, and the right to object to processing. Nobody may be
subjected to automated decision-making with legal consequences when such deci-
sions are based only on data intended to provide a picture of certain aspects of
their personality. Exceptions exist, in which case persons must be allowed to
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present their views and be informed of the logic on which the automated decision
is made. This concurs with the duty of care, which obliges a review of preparatory
research and to allow affected persons to be heard.

The syri system is an example of how these safeguards are applied to profiling.
While the system flags persons linked to suspicious data patterns, this flagging is
only guidance for further investigation and does not lead to automatic decisions.
Decisions are only taken after investigation and thereby subjected to the whole
range of procedural safeguards. Risk notifications are included in a register.
People can inquire if they are included in the register, but are not informed directly
when they show up in a risk notification.

While profiling is subject to an extensive range of procedural safeguards, Citron
warns that these safeguards are imperilled by automation. She points out that
automation bias and the opacity of data processing can diminish or eliminate the
distinction between automated and computer-assisted decision-making. Exagger-
ated trust in computers runs counter to the duty of care. eucj case C-503/03
between the European Commission and Spain, concerning the refusal of entry into
the Schengen area based on flagging in the sis system, confirms this duty of care.
The eucj pointed out that such refusal without preliminary verification of
whether the person presented an actual danger violated eu law.

Citron points to the need to more effectively implement safeguards. The opacity of
automated processes imperils the flow of information to data subjects as well as
the proper review of the basis of decisions (in the case of profiling, the flagging of a
person as a risk). Proper audit trails, documenting the rules applied and the data
considered, should be a required part of the system. Decision-makers should also
explain in detail how they relied on computer-generated information, and be
trained to critically evaluate such information to combat automation bias. Auto-
mated systems should be designed with transparency and accountability as core
objectives. Citron advises that code be made available as open source; for profiling,
this implies that algorithms and profiles are open to review. As code and algo-
rithms can function as hidden rule-makers, this will provide an alternative means
of external scrutiny. For the same reason, Citron advises allowing the public to par-
ticipate in reviewing the systems. Lastly, she makes a plea for proper testing.

In the case of profiling, this advice can be further specified to require algorithms to
be discrimination-aware and to develop auditing and testing protocols for algo-
rithms and profiles (Pedreschi et al. 2013; Romei and Ruggieri 2013). Making algo-
rithms and (risk) profiles open to public review should be a priority. If such trans-
parency facilitates anticipation and avoiding behaviour, the internal auditing and
publication of results still remain possible. Protocols to measure or assess the
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control burden can also be developed and integrated within new technical stan-
dards for profiling. Impact assessments foreseen in the draft General Data Protec-
tion Regulation can be widened in scope to include aspects such as discrimination.

6.7 conclusion: legal safeguards must be overhauled
to make them effective again

We distinguished between the creation of a profile and its application, as they
affect different groups of people. We clarified that automated profiling based on
data mining is not yet by definition an application of Big Data, but that Big Data
magnifies its impact. Profiling in a Big Data context puts greater pressure on the
checks and balances in the legal framework.

We then discussed examples of profiling in the us and the Netherlands. Predictive
policing, an application of profiling for security purposes, is widely used in the us
and is seeing its first applications in the Netherlands. We also presented two Dutch
examples of profiling to combat fraud: the icov and the syri system.

While profiling has clear benefits in guiding efforts and improving efficacy, it
comes with several risks. We highlighted three potential risks: the intrusion on
privacy, social sorting and discrimination, and opaque decision-making. We there-
fore reviewed the legal safeguards present in the human rights framework and in
Dutch administrative, criminal procedure and data protection law and highlighted
the relevant cases. Aware of the potential to discriminate and infringe on privacy,
courts insist on proportionality, including clear and detailed rules and require-
ments such as reasonable indications or suspicious before making larger groups of
people the object of governmental actions.

Our review also covered more critical concerns. If courts refrain from testing the
necessity and strict proportionality of governmental data mining and use of pro-
files, these technologies may well go unchecked. If these practices are seen as
‘lesser’ infringements that do not require detailed regulation, the resilience of the
legal framework might similarly be low. Given the opacity of profiles and data
mining operations, Barocas and Selbst (2016) point to the difficulty of triggering
legal guarantees as well as legal contradictions. There might, for instance, be free
speech objections against prohibiting governments and other actors from using
certain data when assembling or applying profiles. One paradox we noted con-
cerned the issue of reasonable suspicion and similar thresholds. What will courts
do when authorities invoke not facts, but the ‘hits’ and ‘outcomes’ of profiling
operations to argue that an individual or group of individuals need extra surveil-
lance or investigation? With Ferguson (2014), we believe that the growing availa-
bility of data might lead to an erosion of existing standards, rendering police and
governmental interventions legitimate because the computer ‘said so’.
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Our review revealed tensions between the use of profiling as a proactive investiga-
tive technique and the legal safeguards in data protection, administrative and crim-
inal law. These tensions have been resolved by loosening legal safeguards.
The détournement de pouvoir principle in administrative law was hollowed out
much earlier. In criminal procedure we see the emergence of less stringent condi-
tions to use data-intensive investigative methods in a much earlier phase. In data
protection we notice the diminished impact of the purpose limitation principle. In
considerations of the proportionality principle, the negative impacts of height-
ened surveillance are neglected.

Human rights jurisprudence on the right to privacy sets clear limits to the use of
automated and predictive profiling. It makes clear that profiling and data screening
which interfere without distinction with the privacy of large parts of the popula-
tion are disproportional and that such activities must in some way be linked to
concrete and factual elements. On the other hand, the jurisprudence is scarce;
drawing strong or precise conclusions remains difficult. While the prohibition of
discrimination is a useful legal safeguard, it must be given teeth through the devel-
opment of audit tools and discrimination-aware algorithms.

Although done for good reasons, the question is whether the focus has not been
too much on loosening safeguards rather than adapting them. We concur with
Citron that legal safeguards need to be overhauled to make them effective again in
the ‘automated administrative state’. Transparency and accountability can be
designed into profiling practices. This must be backed up with stronger institu-
tional safeguards to allow for independent assessments and rapid feedback into
decision-making.
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notes

1 An exhaustive analysis of the legal framework within which profiling takes place is not possi-

ble in this limited space, but our main question is if this legal framework provides adequate

safeguards against the risks mentioned above. The first stage of this analysis is the human

rights framework. We then consider Dutch administrative law and criminal procedure.

2 Profiling by police or border control officers during security checks when based on a range of

behavioural elements provides a more legitimate example of old fashioned human profiling.

3 Profiling is used in this way in our examples thus far, which is also its main actual use.

4 But Citron (2008) shows how the distinction between automated decision-making and

profiling as a decision support tool can become superficial in practice. In our analysis of legal

safeguards below, we focus on these uses as they entail the most risk of negative impacts.

5 We implicitly assume that the data and profiling concern persons, but this is not necessarily

the case. Profiling can also concern objects, places or other phenomena. For example, profil-

ing can be used in industrial processes to identify defective components or, in the context of

customs, to discern ships or containers with a higher risk of illegal imports or places and

times with a higher risk for criminal activities.

6 These methods forecast places and times with an increased risk of crime.

7 These methods identify individuals at risk of offending in the future.

8 These techniques are used to create profiles that accurately match likely offenders with spe-

cific past crimes.

9 These approaches are used to identify groups or, in some cases, individuals who are likely to

become victims of crime.

10 A similar system is in use in: the ‘Criminaliteits Anticipatie Systeem’ (cas).

11 But in the Court’s reasoning, the expression ‘in accordance with law’ is compatible with the

establishment of national legal regimes to regulate differential privacy interferences. When

regulating ‘soft’ privacy interferences, national law is given greater flexibility and a wider

margin of appreciation for remedies used to counter the concerned interference and its nega-

tive effects. It is not apparent from the reasoning of the Court how to classify those interfer-

ences that imply both monitoring and tracking such as profiling, data mining and Internet

monitoring in general. At present, this is an open question in European case law (Galetta and

De Hert 2014).

12 The margin of appreciation of the state also depends on factors like the nature and serious-

ness of the interests at stake and of the interference (Peck v. United Kingdom, Z. v. Finland,

Leander v. Sweden).

13 A subsidiarity check – whether the legitimate aim could not be obtained through less intru-

sive and therefore more proportionate means – is found in Peck v. United Kingdom.

14 Although it concerned a eu citizen and was based on the prohibition of discrimination on

the ground of nationality in eu law, it applied a similar reasoning as the ecthr.

15 Data mining is sometimes presented as a guarantee against discrimination because its algo-

rithms allow a more objective treatment by excluding human bias (Custers 2014). This view

is too optimistic and forgets that such human bias can seep through at all stages of the profil-
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ing process, beginning with the selection of data. Data mining algorithms will rather objec-

tively reflect in their results the presence of such human bias in the original data. Therefore

one of the main dangers linked with profiling is to make discrimination hidden and as opa-

que as the functioning of data mining algorithms.

16 Their description is slightly more complex than ours in section 6.1, and distinguishes

between: defining ‘the target variable’, labeling and collecting the ‘training data’, ‘feature

selection’, and making decisions on the basis of the resulting model.

17 “For the purposes of assessing whether processing is incompatible, as referred to under (1),

the responsible party shall in any case take account of the following:

a. the relationship between the purpose of the intended processing and the purpose for

    which the data have been obtained;

b. the nature of the data concerned;

c. the consequences of the intended processing for the data subject;

d. the manner in which the data have been obtained, and

e. the extent to which appropriate guarantees have been put in place with respect to the data

    subject”.
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PART IV

regulatory perspectives on big data





7 the individual in the big data era:
moving towards an agent- based
privacy paradigm

Bart van der Sloot

The current human rights framework in general and the privacy paradigm in par-
ticular is based on the individual in a threefold manner: (1) it provides him with a
subjective right, (2) to protect his personal interest and (3) the outcome of a court
case is determined by balancing the individual against a societal interest. Big Data
processes, however, do not revolve around individuals; they focus on large groups
and have an impact on society in general. Consequently, the focus on the individ-
ual and his interests is becoming increasingly obsolete. To remedy this fact, privacy
scholars have suggested to reformulate privacy either as a group right, a societal
interest or a precondition for a democratic society. Focusing on other than individ-
ual interests obviously has an impact on the way rights and legal claims are attrib-
uted, how rules are enforced and how the outcome of legal cases is determined.
This contribution discusses the different suggestions that have been put forward
and determines in how far they might ameliorate the current privacy paradigm.

7.1 introduction

Privacy has been declared dead ever since it was conceived. Already in the sixties of
last century, books appeared that proclaimed the end of privacy. Mostly, such
eschatological visions point either to the young, who supposedly no longer care
about privacy, or to newly emerging technologies, which enable large-scale data
collection, whether it be photography, telephone records, data bases, the internet
or Big Data. At the same time, scholars have always claimed to ‘reinvent’ privacy,
either by introducing new ways of emphasizing the interests at stake, arguing for a
different way of protecting privacy (for example, through commodity rights or
through technological regulation) or by introducing new concepts, such as infor-
mational privacy and data protection.

Perhaps this is because privacy is about boundaries, boundaries between the pri-
vate and the public, between the individual and society, between individual
autonomy and public rules, etc. Boundaries change over time, and the types of
boundaries thought necessary differ per person, per culture and per epoch.
Still, what has unified most privacy theories so far is that they focused on the pro-
tection of the individual against the collective, of the private against the public. It
is exactly this presumption that is wavering in the age of Big Data: it appears to be
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increasingly difficult to relate the effects of Big Data processes back to individual
interests. Increasingly, recourse is taken to the use of metaphors to capture what is
at stake in these types of data flows.

The classic metaphor is that of the Panopticon, after the prison model of Bentham,
who proposed the design of a prison in which the guard could see the prisoners
but the prisoners could not see the guard (Bentham 1791). Foucault suggested that
this model is archetypical for current Western society, in which everyone might be
watched but is never sure about it (Foucault 1975). This will result in citizens cur-
tailing their behaviour out of precaution, which is also known as the chilling effect.
These types of theories do not focus on actual and concrete harm, but on future
and hypothetical effects of current surveillance techniques.

Other theories have used metaphors to capture the increased focus on groups and
categories in data processing techniques. Those pointing to the Mathew effect
argue that Big Data may increase the inequality between groups in society. The use
of profiles may have a stigmatizing effect: people living in certain neighbourhoods
may have more trouble getting loans, people with a certain ethnic or religious
background may be checked and surveilled more often, etc. Others have suggested
the metaphor of a Filter Bubble (Pariser 2012), which captures the fear that people
will be profiled in a particular category and will get stuck in it because they will
only get news, search results and advertisements that fit that profile. These types of
theories try to address the fact that the use of data is increasingly moving from the
individual to the group.

Reference is also made to environmental protection (Galetta and De Hert 2014).
Data is called the new oil (Kuneva 2009) and privacy the canary in the coal mine
(Thatcher 2014). Others have likened privacy violations following from Big Data
processes to the environmental pollution resulting from the industrial revolution
(Hirsch 2014). There are certain similarities between environmental pollution and
privacy violations following from Big Data. Both may have an impact on the indi-
vidual as well as the environment in general. It is not for nothing that environmen-
tal laws not only allow claims by specific individuals who have suffered from per-
sonal harm, but also facilitate claims regarding damage to the environment as such.
Consequently, individual rights and individual interests are complemented by
class actions and general interests. With regard to individual impact, it should be
noted that it is often very difficult to prove the causal relationship between,
for example, air pollution and a specific health condition.

Similarly, Big Data may have an impact on both specific individuals and on the
world we live in. Moreover, in individual cases, it is often difficult to determine the
direct link between individual harm and Big Data processes. That is why some
have argued that, in privacy laws, there should also be room for class actions in the

1 7 8 e x p l o r i n g  t h e  b o u n d a r i e s  o f  b i g  d a t a



general interest and that privacy regulators could learn something from the more
relaxed requirements in environmental laws regarding the causality between inci-
dents and individual harm. Finally, the metaphor of Kafka’s The Trial has often
been proposed (Solove 2008). Here the idea is simply that citizens are unsure why
the government is acting in certain ways and how this might impact them.
The point is not so much that it has a negative impact on them, but simply that
there is no way of finding out whether this is the case and that there are no safe-
guards against the abuse of power by the government. Again, similarities are
drawn to Big Data processes, which are often vague and incomprehensible to ordi-
nary citizens, even if the outcome of these processes may have a serious impact on
their lives.

What has prompted these theories is that it is increasingly difficult to determine
what is exactly at stake in Big Data processes. Although everyone agrees that,
for example, there is something problematic about the nsa’s data collection, it is
hard to point out what that really is, besides mere technical points of whether the
activities were prescribed by law and whether Parliament or even president Obama
knew about them. What impact, for example, has the nsa data collection had on
ordinary American or European citizens? How and in what way did it harm them?
It is also increasingly difficult to focus on individual rights, quite simply because
these large data gathering processes do not revolve around individuals. While the
legal domain focuses on the individual level, on the particular, technical reality
revolves around structural developments and focuses on the general level. Schol-
ars are increasingly trying to develop privacy theories that solve this discrepancy,
by focusing on societal interests, group interests, etc., rather than on individual
interests. This chapter will discuss and evaluate these theories.

Section 7.2 will discuss the original privacy paradigm, which focused on the indi-
vidual, his/her rights and his/her interests only in part. It will take as an example
the European Convention on Human Rights (echr). Section 7.3 will briefly show
that the current paradigm, by contrast, focuses on individual rights and interests
almost exclusively. Section 7.4 will argue why it might prove problematic to main-
tain this focus because Big Data does not revolve around individuals. The transi-
tion between the ‘original’ and the ‘current’ paradigm has been discussed in greater
detail in other publications (Van der Sloot 2014a, 2014b, 2014c, 2015a, 2015b, 2016a,
2016b); it is important to stress that the discussion here is idealized and that reality
is far muddier and more complex than a few pages can describe. There is neither a
linear process nor an exact moment in time when the transition from the ‘original’
to the ‘current’ paradigm took place, and it is important to stress that one may still
find elements of the ‘original’ paradigm in current case law. Still, generally speak-
ing, there has been an enormous change in how cases are approached under the
European Convention on Human Rights. The two idealized models will be con-
trasted in sections 7.2 and 7.3.
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After section 7.4, the chapter will continue by discussing the theories that have
been proposed to solve this problem. They will be loosely divided in four sections,
though there is certainly some overlap. Section 7.5 will focus on theories that argue
that privacy is constitutive for societal institutions, such as the healthcare sector,
the legal system and journalism. Section 7.6 will discuss the aggregated, group and
collective interests that relate to privacy protection. Section 7.7 will discuss theo-
ries that focus on potential and future harm, including the chilling effect. Sec-
tion 7.8 will discuss theories that revolve around the (ethical) evaluation of agents,
or potential privacy violators. These theories let go of the requirement of individ-
ual harm altogether and instead focus on the moral responsibilities and ethical
duties of agents gathering and processing data. Finally, section 7.9 will evaluate
these theories and argue that these last theories in particular might prove to be
fruitful for privacy protection in the age of Big Data.

7.2 original paradigm

The European Convention on Human Rights originally focused on laying down
duties and prohibitions for the states who acceded to the Convention. The echr
provides absolute prohibitions, such as those regarding abuse of power, enacting
retrospective legislation, torture and degrading treatment; it lays down rules that
may only be curtailed in a state of emergency, such as the right to a fair trial, the
right to petition and the right to liberty and security; and it provides conditions
under which a number of rights, such as the right to privacy, the right to freedom
of expression and freedom of religion, may be curtailed under the rule of law,
namely if they are prescribed by law and necessary in a democratic society for the
protection of national security or public order, among other things.

The main goal of the Convention was to curtail the actions of governments,
to prevent abuse of power and to sanction those states that did not abide by the
rules of the echr (Robertson 1975-1985). Consequently, its main focus was on the
duties of states and only marginally on the subjective rights of individuals. Hence,
not only individuals could complain before European institutions, but also states
could submit inter-state complaints (Art. 24 original echr), and groups as well as
non-governmental organizations could invoke the rights under the convention
(Art. 25 original echr). The main focus was on protecting the general interest of a
society, relating to the good and appropriate use of power by the state; this interest
could be invoked by everyone, not only by direct victims of practices and laws.

It should also be noted that individuals, groups and legal persons only had the
right to submit a case before the European Commission on Human Rights, whose
only task it was to declare cases admissible or inadmissible. Cases declared admis-
sible could only be brought before the Court, which did have the authority to
assess the substance of the case if either the Commission or a state decided to
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pursue them (Art. 48 original echr). This allowed them to shift between cases
that addressed only the particular interests of the individual complaint and those
cases that addressed a wider issue, impacting society in general. Individuals did not
have the right to bring a case before the Court, even if their case was declared
admissible by the Commission.

The Convention aimed to protect the general interest by focusing on the integrity
of the rule of law and the democratic process; these guarantees ensured a form of
negative freedom for citizens, groups and legal persons alike. Of all articles con-
tained in the Convention, the rationales of negative obligations for the state and
negative freedom for individuals are most prominent in the right to privacy under
Article 8 echr. Already under the Universal Declaration of Human Rights, on
which the echr is largely based, it was this provision that was originally plainly
titled ‘Freedom from wrongful interference’ (un document: E/hr/3). Likewise
under the Convention, the right to privacy was originally only concerned with
negative liberty, contrasting with other qualified rights in which positive free-
doms are implicit, such as a person’s freedom to manifest his/her religion or
beliefs (Art. 9 echr), freedom of expression (Art. 10 echr) and freedom of associ-
ation with others (Art. 11 echr). Likewise, the wording of Article 8 echr does not
contain any positive obligation, such as, for example, under Article 2, the obliga-
tion to protect the right to life, under Article 5, to inform an arrested person of the
reason for arrest and to bring him or her promptly before a judge, under Article 6,
the obligation to ensure an impartial and effective judicial system, and under Arti-
cle 3 of the First Protocol, the obligation to hold free elections (Tomlinson 2012: 2).

Finally, the way in which cases should be resolved, according to the Convention
authors, was by assessing the behaviour of the state as such. Hence the absolute
and relative prohibitions in the Convention, and hence the conditions for restrict-
ing the qualified rights, such as the right to privacy. Article 8 echr holds in para-
graph 1 that everyone has the right to private and family life, home and communi-
cations. Paragraph 2 specifies the conditions for curtailing this right:

“There shall be no interference by a public authority with the exercise of this right except
such as is in accordance with the law and is necessary in a democratic society in the inter-
ests of national security, public safety or the economic wellbeing of the country, for the
prevention of disorder or crime, for the protection of health or morals, or for the protec-
tion of the rights and freedoms of others.”

A state, therefore, may curtail the right to privacy if this is prescribed by law, nec-
essary in a democratic society and aimed at one of the goals specified in para-
graph 2.

Note that this is a binary test: an infringement is either necessary or it is not, it is
either prescribed by law or it is not and it serves either a legitimate goal or not.
Take as an example the sanctity of one’s home: if the police enters a person’s house
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for a good and legitimate reason, because, for example, they have reason to believe
that this person has committed a murder and they want to search this house for a
murder weapon, this is necessary for the protection of public order and is, there-
fore, legitimate. If the police enter a person’s home without a legitimate reason,
because the person is a famous football player, however, it is not. No balancing of
interests takes place; the test is simply whether an infringement is necessary or
not.

7.3 current paradigm

These pillars of the original paradigm have undergone significant changes over
time. First, the right to complaint has been reduced to natural persons who have
suffered as direct or indirect victims of a certain policy or law. Groups are not
allowed to complain (only individuals who have all individually suffered from a
certain practice are allowed to bundle their complaints); in principle, legal persons
are prohibited from invoking the right to privacy (Van der Sloot 2015a); and so far
there have only been some 20 inter-state complaints, contrasting sharply with the
tens of thousands of individual complaints (Dijk et al 2006: 50). Furthermore, nat-
ural persons are only allowed to invoke the right to privacy if they are a victim and
have sustained considerable harm.

This means that a number of complaints are principally rejected by the Court. So-
called in abstracto claims are declared inadmissible in principle. These are claims
that regard the mere existence of a law or a policy, without them having any con-
crete or practical effect on the claimant (Lawlor). A-priori claims are rejected as
well, as the Court will usually only receive complaints about injury which has
already materialized. Claims about future damage will not be considered in princi-
ple (Tauira et al.). Hypothetical claims regard damage which might have material-
ized but about which the claimant is unsure. The Court usually rejects such claims
because it is unwilling to provide a ruling on the basis of presumed facts. Appli-
cants must be able to substantiate their claim with concrete facts, not with beliefs
and suppositions.

The ecthr will also not receive an actio popularis, a case brought up by a claimant
or a group of claimants, to protect not their own interests but those of others or
society as a whole. These types of cases are better known as class actions (Assel-
bourg et al.). Finally, the Court has held that applications are rejected if the injury
sustained from a specific privacy violation is not sufficiently serious, even if the
matter may fall under the material scope of Article 8 echr. For example, a case
regarding the gathering and processing of a small amount of ordinary personal data
will usually not be declared admissible (see also the de minimis rule, Article 35
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paragraph 3 (b) echr and Trouche, Glass and Murray). Consequently, the right to
complain has been narrowed down to natural persons who have directly and sig-
nificantly been affected by a certain practice.

Second, Article 8 echr seems to have shifted from a right to privacy, laying down
negative obligations for the state and providing protection to the negative freedom
of citizens, to a full-fledged personality right (Van der Sloot 2015c). The element of
positive liberty was adopted quite early in a case from 1976:

“For numerous Anglo-Saxon and French authors the right to respect for ‘private life’ is
the right to privacy, the right to live, as far as one wishes, protected from publicity.
[H]owever, the right to respect for private life does not end there. It comprises also, to a
certain degree, the right to establish and to develop relationships with other human
beings, especially in the emotional field for the development and fulfillment of one’s own
personality” (X. v. Iceland).

Likewise, from very early on, the Court has broken with the strictly limited focus
of the authors of the Convention on negative obligations and has accepted that
states may, under certain circumstances, be under a positive obligation to ensure
respect for the Convention. This has meant an enormously widened material
scope of the right to privacy: it has allowed the European Court of Human Rights
to deal not only with the more traditional privacy violations, such as house
searches, wire-tapping and body cavity searches, but also with the right to develop
one’s sexual, relational and minority identity, the right to protect one’s reputation
and honour, the right to personal development, the right of foreigners to a legal-
ized stay, the right to property and even work, the right to environmental protec-
tion and the right to have a fair and equal chance in custody cases. Consequently,
the right to privacy has shifted from a doctrine prohibiting the state to abuse its
powers, to a right of the individual to develop his/her personality and flourish to
the fullest extent; and with this, it has shifted from a doctrine protecting general
interests to one in which the core focus is on individual interests.

Finally, in most cases, the necessity test has been replaced by a balancing test,
in which the societal and the personal interests involved in a specific privacy viola-
tion are balanced and weighed against each other.

“Establishing that the measure is necessary in a democratic society involves showing that
the action taken is in response to a pressing social need, and that the interference with the
rights protected is no greater than is necessary to address that pressing social need. The
latter requirement is referred to as the test of proportionality. This test requires the Court
to balance the severity of the restriction placed on the individual against the importance
of the public interest” (Ovey and White 2002: 209).
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The provisions under the European Convention on Human Rights and the right to
privacy in particular, therefore, are no longer seen primarily as minimum princi-
ples which the state must take into account, but as relative interests of individuals
which can always be overridden if a particularly weighty societal interests is at
stake.

7.4 big data

Consequently, the current privacy paradigm focuses largely on the individual,
his/her interests and his/her subjective right to protect those individual interests.
In the field of privacy, the notion of harm has always been problematic as it is often
difficult to substantiate what harm has been caused by a particular violation; what
harm, for example, follows from entering a home or eavesdropping on a telephone
conversation when neither objects have been stolen nor private information has
been disclosed to third parties? Even so, the traditional privacy violations (house
searches, telephone taps, etc.) are clearly demarcated in time, place and person, and
the effects are, therefore, relatively easy to define. In the current technological
environment, with developments such as Big Data, however, the notion of harm is
becoming increasingly problematic. An individual is often simply unaware that his
or her personal data are gathered by either fellow citizens (e.g., through the use of
smart phones), by companies (e.g., by tracking cookies) or by governments (e.g.,
through covert surveillance). Obviously, people who are unaware of their data
being gathered will not invoke their right to privacy in court.

Even if people were aware of these data collections, given the fact that data gather-
ing and processing is currently so widespread and omnipresent and will become
even more so in the future, it will quite likely be impossible for them to keep track
of every data processing which includes (or might include) their data, to assess
whether the data controller abides by the legal standards applicable, and if not, to
file a legal complaint. And if individuals go to court to defend their rights,
they have to demonstrate a personal interest, i.e. personal harm, which is a partic-
ularly problematic notion in Big Data processes: what concrete harm has data gath-
ering by the nsa done to ordinary American or European citizens? This also shows
the fundamental tension between the traditional legal and philosophical discourse
and the new technological reality: while the traditional discourse focuses on indi-
vidual rights and individual interests, data processing often affects a structural and
societal interest and, in many ways, transcends the individual.

Finally, under the current privacy and data protection regimes, the balancing of
interests is the most common way in which to resolve cases. In a concrete matter,
the societal interests served with the data gathering, for example, wire-tapping
someone’s telephone because they are suspected of committing a murder,
is weighed against the harm the wire-tapping does to their personal autonomy,
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freedom or dignity. However, the balancing of interests becomes increasingly diffi-
cult in the age of Big Data, not only because the individual interest involved in a
particular case is hard to substantiate, but also because the societal interest at the
other end is increasingly difficult to specify. It is mostly unclear, for example, in
how far the large data collections by intelligence services have actually prevented
concrete terrorist attacks.

This balance is even more difficult if executed on an individual level, that is,
how the collection of the personal data of this individual (as a non-suspected per-
son) has ameliorated national security. The same holds true for cctv cameras
hanging on the corners of almost every street in some cities; the problem here is
not that one specific person is being recorded and that data about this identified
individual is gathered, but rather that everyone in that city is being monitored and
controlled. Perhaps more important is the fact that, with some of the large-scale
data collections, what appears to be at stake is not a relative interest, which can be
weighed against other interests, but an absolute interest. For example, the nsa
data collection is so large, has been conducted over such a long time span and
includes data about so many people that it may be said to simply qualify as abuse of
power. Abuse of power is not something that can be legitimated by its instrumen-
tality towards a specific societal interest; it is an absolute minimum condition of
having power.

7.5 constitutive interests

Many authors have struggled to find an exact definition and description of privacy.
Most authors agree that the value and meaning of privacy differs over cultures,
epochs and persons. Still, the right to privacy is generally linked to underlying val-
ues such as human dignity (Benn 1984), individual autonomy (Roessler 2005) or
personal freedom (Mill 1989). This means that, in contrast to those values, the
right to privacy is commonly viewed as an instrumental and not an intrinsic value.
Solove, for example, holds that the problem with theories that ascribe an intrinsic
value to privacy is that they tend to sidestep the difficult task of articulating why
privacy is valued.

“The difficulty with intrinsic value is that it is often hard to describe it beyond being a
mere taste. Vanilla ice cream has intrinsic value for many people, but reasons cannot read-
ily be given to explain why. Individuals like vanilla ice cream, and that is about all that can
be said. Privacy’s value is often more complex than a mere taste, and it can be explained
and articulated. Although it is possible that some forms of privacy may have intrinsic
value, many forms of privacy are valuable primarily because of the ends they further”
(Solove 2008: 84).

Privacy is generally described as an instrumental value, as a relative value (con-
trasting with absolute values, such as the prohibition of torture) and a personal
value. On this last point, there is a contrast with, among other things, freedom of
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speech, which is generally said to be instrumental to individual expression and the
possibility of personal development, but also to the search for truth in the market-
place of ideas and to the well-functioning of the press, which, in its turn, may be
described as a precondition of a vital democracy.

Because of the points discussed in section 7.4, scholars have increasingly argued
that privacy is not only instrumental towards personal values, but also constitu-
tive of general institutions. Constitutiveness, in contrast to instrumentality, sig-
nals a necessary relationship: privacy is described as a necessary precondition for
societal institutions. An example here is Spiros Simitis, who argued that privacy
should be seen as a constitutive element of a democratic society (Simitis 1987).
Ruth Gavison, in similar vein, held that:

“In the absence of consensus concerning many limitations of liberty, and in view of the
limits on our capacity to encourage tolerance and acceptance and to overcome prejudice,
privacy must be part of our commitment to individual freedom and to a society that is
committed to the protection of such freedom. Privacy is also essential to democratic
government because it fosters and encourages the moral autonomy of the citizen, a central
requirement of a democracy” (Gavison 1980: 455).

Of course, reference can also be made to Habermas, who argues that democracy
and human rights are mutually constitutive (Habermas 1994). In these types of
theories, privacy is a necessary precondition for democracy, the rule of law or a free
and equal society.

Similarly, a connection between privacy and specific institutions is often made.
Many of the court cases revolving around mass surveillance by secret services,
for example, are initiated not only by civil society organizations protecting the
right to privacy in general, but also by professional organizations protecting the
specific interests of lawyers and journalists. These organizations point to the fact
that both professions can only function properly if a degree of secrecy and confi-
dentiality is guaranteed. Without secrecy between lawyers and clients, clients
might not feel free to speak about sensitive issues, which leaves lawyers only parti-
ally informed and unable to defend their clients’ case. This might undermine the
right to a fair trial and, ultimately, the rule of law as such. Similarly, the argument is
made that journalists cannot function without a form of secrecy of sources being
guaranteed. Sources will not feel free to discuss sensitive matters with journalists
or leak secret documents, which might ultimately undermine the position of the
press as watchdog or fourth estate. The same might apply to the secrecy of ballot, a
quintessential element of democratic elections (Lever 2015). Finally, a similar argu-
ment has been made with regard to patient-doctor confidentiality. Anita Allen, for
example, holds:

“First, confidentiality encourages seeking medical care. Individuals will be more inclined
to seek medical attention if they believe they can do so on a confidential basis. It is reassur-
ing to believe others will not be told without permission that one is unwell or declining,
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has abused illegal drugs, been unfaithful to one’s partner, obtained an abortion, or
enlarged one’s breasts. […] Second, confidentiality contributes to full and frank disclo-
sures. Individuals seeking care will be more open and honest if they believe the facts and
impressions reported to health providers will remain confidential. It may be easier to
speak freely about embarrassing symptoms if one believes the content of what one says
will not be broadcast to the world at large” (Allen 2011: 112).

The fear is that surveillance in general and certain it projects in the healthcare sec-
tor in particular might undermine the confidentiality required for a well-func-
tioning healthcare sector. Reference is sometimes made to underdeveloped coun-
tries, where the fear of others finding out about a certain disease or condition is
often greater than the wish to be cured, but also to the United States, where there
are many fears about the influence of commercial parties and insurers.

7.6 group and collective interests

There are also theories that focus on the connection between individual harm and
harm to others. The loss of privacy for one individual may have an impact not only
on the privacy of others, but also on other important interests. It is stressed by
some that a loss of privacy may undermine social relationships between individu-
als, which often consist of the very fact that certain information is disclosed
between them and not to others. This is called the social value of privacy (Roessler
and Mokrosinska 2013). But the loss of privacy for one individual may also have an
impact on the privacy of others. This is commonly referred to as the network
effect. A classic example is a photograph taken at a rather wild party. Although the
central figure in the photograph may consent to posting the picture of him or her
at this party on Facebook, it may also reveal others attending the party. This is the
case with much information: people’s living conditions and the value of their
home does not only disclose something about them, but also about their spouse
and possibly their children. Perhaps the most poignant example is that of heredi-
tary diseases: data about such diseases might reveal sensitive information not only
about a specific person, but also about their direct relatives.

Alternative theories look not only to one specific individual, but to all individuals
affected by a specific violation. These theories focus on aggregated harm and pri-
marily aim against the common practice in the legal domain of focusing on the
specificities of a case, in combination with the fact that only individual victims can
successfully file a complaint. What follows from this approach, according to some
scholars, is a situation in which the effects of a certain law or policy are only meas-
ured and assessed with regard to its effects on the situation of a specific claimant.
In reality, however, the law or policy has an effect on many, sometimes millions of
people. In contrast with the individual interest at stake, the general interest, such
as that relating to national security, is often assessed at a general and societal level.
The question is not how the monitoring of a specific individual (the claimant) has
benefited the fight against terrorism, for example, but how the mass surveillance
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system as such aids this goal. It might be worthwhile, consequently, to assess the
negative consequences of a particular law or policy in terms of privacy on a col-
lective level as well.

These theories, though they broaden the scope of individuals being affected, still
focus on individual harm. More recent theories have proposed to transcend the
focus on the individual when it comes to assessing privacy violations. Generally
speaking, this might be done by focusing either on the privacy of a group or on the
privacy of larger collectives and the value of privacy for society as a whole. With
regard to group privacy (Taylor et al. 2016), there are generally two lines of think-
ing. First, much in line with the ideas of social privacy, it might be said that groups
depend on a form of privacy or secrecy for their existence. Consequently, if the
right to privacy is undermined, this might have an effect on the group and its exis-
tence. Second, there is an increasing trend to use group profiles not only with
regard to crime fighting and the war against terrorism, but also when banks use
risk profiles when deciding about loans or health insurers when deciding who to
insure, against what price, etc. The fact is that decisions are increasingly made on
the basis of these profiles, which might lead to discrimination and stigmatization,
as well as loss of privacy. The problem is not so much that this or that specific indi-
vidual is affected by being put in a certain category, whether rightly or wrongly,
but that policies are based on stigmatizing or discriminating group profiles as such,
and it has been suggested, therefore, that it might be worthwhile to look into the
possibility of granting groups a right as such. Finally, as to the rights of future gen-
erations, it is not only a healthy living environment that may be in their best inter-
est, but a good privacy environment may possibly be included in those interests
too.

There are also those who have argued that privacy should be regarded as a public
good (Fairfield and Engel 2014) or a societal interest (Van der Sloot 2014a) rather
than as an individual interest or in addition to it. For example, many of the current
privacy violations are taking place on such a large scale and are affecting so many
people that this might qualify simply as abuse of power, undermining citizens’
trust in the government and in democratic institutions. Others have stressed, in
reference to the Panopticon, that the fear following from mass surveillance curtails
the scope of their unfettered experimentation and their development, which is
detrimental not only to those specific individuals, but also to society as a whole
(Richards 2013). When discussing privacy and the common good, Priscilla Regan
distinguishes between three types of values.

“Privacy has value beyond its usefulness in helping the individual maintain his or her dig-
nity or develop personal relationships. Most privacy scholars emphasize that the individ-
ual is better off if privacy exists; I argue that society is better off as well when privacy
exists. I maintain that privacy serves not just individual interests but also common, pub-
lic, and collective purposes. If privacy became less important to one individual in one par-
ticular context, or even to several individuals in several contexts, it would still be
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important as a value because it serves other crucial functions beyond those that it per-
forms for a particular individual. Even if the individual interests in privacy became less
compelling, social interests in privacy might remain. [...] I suggest that three concepts pro-
vide bases for discussing a more explicitly social importance for privacy – privacy as a
common value, privacy as a public value, and privacy as a collective value. The first two
concepts are derived from normative theory, while the latter is derived from economic
theory; the styles of analysis, therefore, are different, with the first two being conceptual
and the third more technical” (Regan 1995: 211).

There is a common interest in privacy, Regan suggests, because individuals who
have privacy become more valuable not only to themselves, but also to society as a
whole. Privacy as public value is the idea that privacy is not just valuable in itself,
but is also instrumental towards other values, such as freedom of speech. Finally,
the idea of privacy as a collective value is derived from the economists’ concept of
collective or public goods, which are those goods that are defined as indivisible or
non-excludable: not one member of society can enjoy the benefit of a collective
good without others also benefiting. Clean air and national defence, she suggests,
are examples of public or collective goods.

“Currently a number of policies and policy proposals treat privacy as a ‘private good’ and
allow people to buy back or establish the level of privacy that they wish. For example,
when you subscribe to a magazine, you can indicate that you do not want your name and
information about you incorporated in a mailing list and sold for direct-mail purposes.
Similarly, one policy proposal concerning Caller id is that individuals be given the ability
to ‘block’ the display of their numbers. Such examples suggest that you can indeed
‘divide’ privacy into components and allow people to establish their own privacy level.
But three factors limit the effectiveness of this individual or market-based solution for
privacy: the interests of third-party record holders; the nonvoluntary nature of many
record-keeping relationships; and computer and telecommunication technologies”
(Regan 1995: 228).

7.7 potential harm

There is a third branch of privacy theories that focuses not on actual and concrete
harm at the individual level, but on potential harm. This might be either hypothet-
ical harm or potential future harm. Hypothetical harm can exist when people
might be affected by a certain privacy violation but are unsure about this. The clas-
sic example is the potential privacy violation following from the mass surveillance
activities of secret services. As those services usually remain silent about their
practices, victims are often unaware of the fact that they might be affected by these
practices. Normally, people who cannot substantiate their claim that they have
been harmed by a certain practice will not be able to successfully submit a com-
plaint. However, the European Court of Human Rights has stressed that it will
make an exception in these types of cases because it will not accept that the mere
fact that someone is kept unaware of his or her victim-status will result their
remaining powerless to challenge those practices and policies. It has stressed that if
people fit a category specifically mentioned in a law or policy or if people engage in
certain activities which give them reason to believe that they might be subjected to
surveillance activities, this might be enough to accept their victim status (Van der
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Sloot 2016a). Besides hypothetical harm, increasing attention is being paid to
future harm. This again may be divided into two lines of thought: the one focusing
on potential future harm and the other focusing on harm following from self-
restraint, also known as the chilling effect. The first category focuses on the possi-
bility that certain harm might occur in the future. Although data, power or techni-
ques may not be abused right now, for example, they may be abused in the future,
especially if there are insufficient safeguards. Ultimately, the Second World War
hypothesis is applied: imagine that a Nazi-like regime were to seize power; would
it not, so the argument goes, be rather simple for such a regime to execute its evil
policies if it had access to all the data gathered and stored right now, including
racial data? The same argument may be applied to companies such as Facebook and
Google, who may do no evil right now but might do so in the future, if their own-
ers or board members change.

There is also increasing attention being paid to future harm in the legal domain,
for example, in the proposed General Data Protection Regulation. This will pre-
sumably contain rules on privacy impact assessments, which specify that where
processing operations present specific risks to the rights and freedoms of data sub-
jects by virtue of their nature, their scope or their purposes, the controller shall
carry out an assessment of the impact of the envisaged processing operations on
the protection of personal data. This is so when data controllers process privacy-
sensitive data. The idea of privacy impact assessments has been borrowed from the
domain of environmental law, where such assessments have already been intro-
duced. Such impact assessments may pertain to potential future harm on an indi-
vidual level or on a societal level and on legal, social or ethical consequences alike.

There is a slight difference with regard to the type of harm that is at the heart of
these types of assessments. The Second World War argument stresses that,
although there may be no reason now to believe that harm may take place or that
power has been abused, you never know for sure. Impact assessments, by contrast,
focus on the type of harm that is reasonably foreseeable but ignores the unknown
unknowns.

Second, future harm might lie in self-restricting behaviour, that is, when people
know that they might be surveilled and possibly punished for their behaviour or
face other negative consequences. If people know that confidential information
may fall into the hands of third parties, they may feel restrained to experiment
freely as they know that they might be confronted with their ‘mistakes’ in the
future. Obviously, this fear also underlies the introduction of the hotly debated
right to be forgotten. What proponents of this doctrine argue is that children and
adolescents may want to experiment freely in life with hairstyles, alcohol or sex,
without them being haunted for the rest of their lives by a certain Facebook tag,
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Instagram photo or Youtube video. Not only would this limit their future social,
societal and financial perspectives, but they might also choose not to experiment
altogether if they know that it is impossible to keep those experiments secret.

This is known in legal terms as the chilling effect, which is also increasingly accep-
ted by the European Court of Human Rights as regards data processing. A good
example may be the case of Colon v. the Netherlands, in which the applicant
complained that the designation of a security-risk area by the Burgomaster of
Amsterdam violated his right to privacy as it enabled a public prosecutor to con-
duct random searches of people in a large area over an extensive period without
this mandate being subject to any judicial review. The government, on the con-
trary, argued that the designation of a security-risk area or the issuing of a stop-
and-search order had not in itself constituted an interference with the applicant’s
private life or liberty of movement. After the event the applicant complained of,
several preventive search operations had been conducted, and in none of them had
the applicant been subjected to further attempts to search him. This was, according
to the government, enough to show that the likelihood of an interference with the
applicant’s rights was so minimal that this deprived him of the status of being a
victim.

The Court stressed again that, in principle, it did not accept in abstracto claims or
an actio popularis.

“In principle, it is not sufficient for individual applicants to claim that the mere existence
of the legislation violates their rights under the Convention; it is necessary that the law
should have been applied to their detriment. Nevertheless, Article 34 entitles individuals
to contend that legislation violates their rights by itself, in the absence of an individual
measure of implementation, if they run the risk of being directly affected by it; that is,
if they are required either to modify their conduct or risk being prosecuted, or if they are
members of a class of people who risk being directly affected by the legislation” (Colon v.
Netherlands § 60).

It went on to stress that it was:

“not disposed to doubt that the applicant was engaged in lawful pursuits for which he
might reasonably wish to visit the part of Amsterdam city centre designated as a security
risk area. This made him liable to be subjected to search orders should these happen to
coincide with his visits there. The events of 19 February 2004, followed by the criminal
prosecution occasioned by the applicant’s refusal to submit to a search, leave no room for
doubt on this point. It follows that the applicant can claim to be a ‘victim’ within the
meaning of Article 34 of the Convention and the Government’s alternative preliminary
objection must be rejected also” (Colon v. Netherlands § 61).

Consequently, the Court accepted that the chilling effect in itself may be enough to
meet the victim requirement under the Convention. No concrete harm is required
in those instances.
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7.8 abstract tests

There is a fourth and final branch of privacy theories that proposes to leave the
focus on harm altogether. Scholars have increasingly proposed to move away from
classic liberal theories focusing on (individual) harm, because to stay within this
paradigm, theories are stretching the notion of harm to the point where it becomes
forced and far-fetched. A Second World War scenario is perhaps the most poignant
target of such critiques, but the focus on hypothetical and future harm serves the
point all the same. The problem with Big Data programmes appears to be not indi-
viduals and their interests, but the fact that companies, states or even individuals
have certain powers, have access to certain techniques, are in possession of certain
types of data, as such. The fourth branch of theories, therefore, suggests not to
focus on the ‘patient’  the individual being acted upon and potentially violated in
his or her privacy  but on the ‘agent’, the one acting upon the individual and
potentially violating his or her privacy.

These types of theories are called agent-based theories. They focus on the behav-
iour and the character of agents and evaluate them on the basis of either legal or
ethical principles. Theories that have been proposed focus, for example, on the
existence of power rather than its abuse (real or potential), on the possession of
certain data rather than its link to specific individuals, and on the access to certain
techniques rather than their actual use or application.

First, with regard to abuse of power, it should be noted that there are certain doc-
trines in the legal realm that seek to prevent such abuse. Article 18 echr, for
example, specifies: “The restrictions permitted under this Convention to the said
rights and freedoms shall not be applied for any purpose other than those for
which they have been prescribed.” This is a restriction on abuse of power by states.
The curious thing, however, is that the European Court of Human Rights has said
that this doctrine can only be invoked by an individual claimant if he or she is cur-
tailed in exercising one or more of his or her individual rights, such as the right to
privacy or freedom of expression. The article cannot, however, be invoked inde-
pendently, to address abuse of power that has had no direct impact on specific indi-
vidual rights.

It is interesting to see that the Court has made one prominent exception to its
strict focus on individual rights and interests: cases that revolve around mass sur-
veillance activities by governmental institutions (see more in detail Van der Sloot
2016a). In such cases, the Court accepts in abstracto claims, which revolve around
the conduct of states as such, without any harm needing to be demonstrated. Con-
sequently, not only individuals, but also legal persons and civil society organiza-
tions may submit a complaint. Because there is no individual harm, the Court can-
not determine the outcome of the case by balancing the different interests
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involved. Rather, it determines whether the surveillance activity was prescribed
by law. As these activities are often prescribed by law, the Court has introduced an
additional requirement, namely that the law must provide for sufficient safeguards
against abuse of power. These safeguards may entail rules on transparency and
oversight by either a judge, parliament or an oversight committee. States can be
held in violation of the echr not only if they have abused their powers, negatively
impacting individuals, but also if they have insufficient safeguards in place to pre-
vent such abuse.

In a similar vein, it has been argued that not only the possession of power as such
requires certain safeguards, but also the possession of certain types of data.
Currently, legal instruments in principle only provide protection to private, pri-
vacy-sensitive and personal data: these types of data have a direct link to individu-
als and can be used to directly affect them. Sensitive data, such as relating to health
and sexual or political preferences, are protected to a greater extent because they
can be used in a way that has an even greater impact on the individual (Article 8
dpd). In the current technological environment, however, the direct connection of
data to an individual is becoming less evident. Data increasingly have a circular life
cycle: they may begin as individual data, then be linked to other data so they
become sensitive data, then be aggregated and anonymized in a group profile and
then a specific individual may finally be linked to the group profile. Consequently,
the status of the data and the question of whether they can be linked to an individ-
ual at one specific moment is becoming less important. More important is the
quality of the data as such, without them necessarily being linked to specific indi-
viduals. It has been suggested, therefore, that the sensitivity of the data or dataset
itself should be the main determinant for data regulation (Van der Sloot 2015a:
footnote 114).

Finally, a similar argument has been made with regard to technology. It has been
argued, for example, that it is not so important how a specific technology is used in
practice, but rather the capacity of the technology itself. Such theories argue that
the core question should be:

“whether an investigative technique or technology has the capacity to facilitate broad
programs of indiscriminate surveillance that raise the specter of a surveillance state if
deployment and use of that technology is left to the unfettered discretion of government.
We think that the Fourth Amendment and the privacy issues at stake, as we have
described them here, suggest taking a different tack. There are a number of ways that the
Fourth Amendment status of a surveillance technique or technology could be deter-
mined. The most obvious would be for anyone who knows that he or she has been subject
to surveillance by a novel technology, or dramatically improved existing technology, to
file a civil suit seeking equitable relief or even damages. In such an action, a court would
first need to determine whether the technology at issue should be subject to Fourth
Amendment regulation. Among the important factors that a court would need to con-
sider are: (1) the inherent scope of a technology’s surveillance capabilities, be they narrow
or broad; (2) the technology’s scale and scalability; and (3) the costs associated with
deploying and using the technology. If a court finds that a challenged technology is capa-
ble of broad and indiscriminate surveillance by its nature, or is sufficiently inexpensive
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and scalable so as to present no practical barrier against its broad and indiscriminate use,
then granting law enforcement unfettered access to that technology would violate reason-
able expectations of quantitative privacy” (Gray and Citron 2013: 101-102).

Following this line of thinking, access to the technology and the scope and reach of
the technology or technical infrastructure become the main points for a regulatory
approach.

Two theories have been put forward that try to give such privacy theories an ethi-
cal foundation: the republican theory and the virtue ethical theory. Both are agent-
based theories that focus on the capacities or the character of the agent as such.
Republicanism, in contrast to liberalism, does not view matters as problematic if
they affect a specific individual, but it does if an agent possesses power without
there being sufficient checks and balances. Roberts, for example, notes that:

“republicans are concerned about interference, but not interference per se. Concern is
reserved for others’ capacity to interfere in an agent’s choices on an arbitrary basis.
The individual who suffers such interference is at the mercy of the agent or agency that
has power to interfere. But while such interference will always constitute domination – to
a greater or lesser extent, depending on the nature of the interference – a person need not
interfere with another’s choices in order to exercise dominating control. If an agent or
agency has the power to interfere arbitrarily in an individual’s choices, freedom is dimin-
ished even if the power is never exercised” (Roberts 2014: 6).

What is at the core here is the idea that others should never have the capacity to
interfere arbitrarily in another person’s choices. This is wrong even without power
being actually abused. Virtue theory also proposes to evaluate the ethical conduct
of agents such as states, but it goes a step further. It not only stresses that states
should not abuse their powers and have sufficient safeguards in place against abuse,
but it also provides that states must use their powers in such a way that the lives of
citizens are facilitated in their potential to grow on a personal, social or professio-
nal level. There is not only a negative obligation to abstain from harming individu-
als or a positive obligation to prevent harm, but also a positive obligation to help
individuals to flourish to an optimum extent (Van der Sloot 2014c).

It should come as no surprise that ethical theories have gained in prominence,
given the fact that there is increasing doubt whether legal rules as such, or at least
black letter law, could effectively regulate Big Data. Ethical codes, codes of con-
duct, self-regulation and soft law are more and more proposed as viable alterna-
tives. As has been stressed, many of the problems following from Big Data pro-
cesses concern general, systemic and societal issues, larger trends that impact
society as a whole and potentially have an impact on future generations. These
matters are a combination of legal and ethical concerns, and it often proves to be
difficult to capture those concerns in legal rules because these questions belong to
the political rather than the legal realm.
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This ties up with the fact that the enforcement of legal rules is becoming increas-
ingly difficult, because it is increasingly difficult to pinpoint which types of data
should be regulated, because it is difficult in Big Data processes to determine who
is responsible for what types of data processing activities, because of the territor-
iality principle, which is difficult to uphold, etc. As the data processing domain is
increasingly transnationalizing, this brings with it that different types of norms
are endorsed: privacy norms differ largely between different regions and conti-
nents. This is why many scholars and privacy advocates have promoted non-legal
solutions and codes of conducts, focusing on agreement over underlying ethical
principles rather than hard legal rules.

7.9 analysis

This chapter has argued that the original privacy paradigm focused only partially
on the individual, his or her interests and the subjective rights of natural persons.
The current privacy paradigm, however, focuses almost exclusively on protecting
individual interests; it grants subjective rights to individuals, and the outcome of
cases is determined by balancing the individual with the societal interest at stake.
This paradigm is wavering because Big Data processes do not revolve around indi-
viduals but affect large groups and potentially society as a whole. It is increasingly
difficult to link the effects of such processes back to individual interests; it is
increasingly difficult for individuals to claim their subjective right in a world where
data processing is so endemic; and the balance of interests is difficult to maintain
because both the individual and the societal interests at stake are increasingly diffi-
cult to capture. This chapter has subsequently discussed several theories that try to
find a solution for the discrepancy between the legal domain, which focuses on the
individual, and technical reality, which focuses on general and systemic data col-
lection and processing. These have been loosely divided into four categories.

Those theories focusing on the constitutive nature of privacy argue that confiden-
tiality is a necessary precondition for certain societal institutions, such as the med-
ical sector, the legal professions and (investigative) journalism. Those focusing on
group and social or societal interests try to reformulate the right to privacy and
raise it to a higher level, that is, to an aggregated, a group or a societal level.
There are also theories that focus on hypothetical harm, i.e. situations in which
people may have been harmed by a certain practice but are unsure of it, on poten-
tial future harm, which may be prevented and forestalled through impact assess-
ments, and on chilling effects, the idea that people will restrain their behaviour
beforehand if they know that they might be watched or controlled. Finally, there
are theories that do not focus on citizens or the person affected by Big Data pro-
cesses, but on the agent or the one executing the Big Data process. The question is
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simply whether the agent has power, has access to certain data or is in the position
to use certain techniques. If so, certain rules and conditions, checks and balances
should be installed.

Each of these theories has appealing facets, but they also have specific downsides.
With theories focusing on the constitutionality of privacy towards societal insti-
tutions, the downside is twofold. First, the value of privacy is primarily explained
in relation to the value of societal institutions, and the value of privacy itself is
moved into the background. Second, these theories do not focus on privacy as
such but rather on confidentiality. There is an obvious overlap between the
two concepts, but privacy is far wider than the mere right to keep things secret.

Theories focusing on group rights and societal interests run into a number of prac-
tical problems in terms of granting rights: who should protect the interests at
stake and invoke, for example, a group right to privacy? This is problematic
because a group formed through group profiles is generally unstable; the group is
mostly unaware of the very fact that it is a group; there is no hierarchy or leader-
ship nor a legal representative of the group; and there is no way to determine what
is in the interest of the group, as the interests may differ from group member to
group member.

Theories focusing on hypothetical and potential future harm have the problem
that they tend to become too hypothetical, unrealistic and far-fetched; particularly
the Second World War scenario faces this criticism. However, also the chilling
effect and future and hypothetical harm are in a way forced attempts to stay within
the liberal paradigm, focusing on (individual) harm, while the strength of this
approach is waning. In agent-based theories, finally, the concept of privacy is
moved into the background and is replaced by a focus on power and safeguards
against abuse. It runs the risk, therefore, of no longer being a privacy theory.

Still, the latter type of theories may provide the most fruitful ground for future
privacy regulation. In agent-based theories, the focus is no longer on concrete indi-
vidual interests, but on the general interest of being protected against abuse of
power and on the positive obligation of states to use their power to facilitate
human flourishing. No balancing of interests takes place, but an intrinsic assess-
ment is applied to evaluate the behaviour, power and actions of states, companies
or even citizens, and this requires checks and balances to be in place against abuse
of power. An intrinsic assessment could address many of the current privacy and
data protection issues, without having to link them back to individual interests.
Under an agent-based privacy paradigm, there is no need to attribute privacy
claims to natural persons; rather, it facilitates claims in the general interest
(class actions) and in abstracto claims. This model has the further advantage of
lending itself to non-legal forms of regulation, such as codes of conduct.
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It should be stressed that agent-based theories do not require a totally new
approach to privacy; rather they resemble in many ways the original privacy para-
digm as designed by the authors of the European Convention on Human Rights.
It should also be pointed out that the European Court of Human Rights is already
willing to relax its focus on individual rights and individual harm when excep-
tional circumstances apply; in such circumstances, it takes into account chilling
effects, future harm, hypothetical harm and in abstracto claims. Whether the cur-
rent paradigm still stands and marginal exceptions are made or whether it is slowly
developing into its third phase is still unsure.

What is important, however, is that there are leads in European jurisprudence for
national regulators to develop an alternative privacy paradigm that is based on an
agent-based instead of a patient-based approach (Van der Sloot 2016a). Obviously,
this ‘new’ or alternative paradigm would need to co-exist with the current para-
digm. The current paradigm is very suitable for tackling traditional privacy viola-
tions targeting individuals or small groups. The new or alternative paradigm
should be installed next to the current paradigm in order to be able to tackle the
new privacy challenges following from new technological realities, especially in
connection with Big Data.

It has several benefits to let go of the victim requirement, of the notion of harm
and of the focus on personal interests. Regulation is now primarily concerned with
two phases in which a link with the individual and his or her interests can be
made. The first phase is the gathering and storage of personal data. There are
numerous data protection rules linked to this moment, for example, the data min-
imalization principle, the requirement that the data should be correct and up to
date, the requirement of a fair and legitimate processing ground and, derived from
that, the purpose limitation principle; furthermore, there are rules on storing data
safely and confidentially and the obligation to inform data subjects of their data
being processed. The second phase is when profiles and correlations drawn from
the data analysis process are applied in practice and have an effect on individual
citizens. There are rules on automatic decision-making, on fair and non-
discriminatory treatment and specific rules regarding redlining, bank loans and
health insurance. This approach has three disadvantages that an agent-based
approach may tackle:
1. The material demarcation of the right to privacy and data protection is linked

to personal interests, namely when private, privacy-sensitive or personal data
are processed. However, increasing use is made of metadata, group data and
aggregated data; in principle, these types of data fall outside the scope of pri-
vacy and data protection laws because they do not identify a particular individ-
ual. Still, they can be used to significantly affect a person’s life, and even meta-
data can give a detailed picture of someone’s life. Aggregated and non-personal
data may also be linked to other data and datasets at a later stage and thus
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become personal or even sensitive data. This focus on personal data, conse-
quently, is no longer working in Big Data processes. Letting go of the focus on
the individual, an agent-based approach could shift the focus from the ques-
tion whether data identify a certain person to the question whether possession
of data gives an entity a certain type of power. This would allow the inclusion
of non-personal data, metadata and group data alike.

2. As has already been stressed several times in this chapter, the focus of current
regulations is primarily on effects on the individual, whereas Big Data pro-
cesses often have an effect on society as such and on societal institutions.
An agent-based approach to privacy regulation would take into account these
broader and more abstract interests as well.

3. The current regulations focus on the moment when personal data are gathered
and the moment when the use of data processing has an effect on concrete
individuals. The phase in between, however, when data are analyzed and
aggregated, and when algorithms search for patterns and statistical correlations
are signalled, is mostly left out of the equation, partly because the individual
element and interest is mostly absent from this phase. Data analysis tends to
revolve around large quantities of aggregated data, and the group profiles gath-
ered usually depend on characteristics that apply to many persons, for
example, ‘people using felt under their chair legs are more prone to paying
their debts than those who do not’, and the statistical correlations usually use
categories with a high n. This phase, however, is becoming increasingly impor-
tant because, in reality, this is where the most substantial decisions are made
and conclusions are drawn. An agent-based approach to privacy regulation
could install a number of rules, such as on the transparency of the process,
rules on which algorithms may be used, how datasets may be integrated, what
kind of methodology is used for the research, etc.

There are also some other, more practical advantages of the agent-based approach:
4. An agent-based approach could focus on ethical choices that are made by

agents as such, without actual, hypothetical or future individual harm needing
to be in play. Referring to the previous point, if a bank chooses to use a profile
based on race, whether directly or indirectly through redlining, this could be
addressed as such because it is an ethically wrong decision and a wrong way to
use power. Similarly, if the police primarily gather data around neighbour-
hoods with a high number of immigrants, it would be wrong for them to draw
general conclusions from this data because it is biased. An agent-based theory
may also include positive rules on the use of power: that it should be used in a
way that promotes the human flourishing of citizens.

5. Currently, citizens are often unaware of the very fact that their data are gath-
ered; it is virtually impossible for ordinary citizens to assess all data-processing
initiatives, to check whether they contain any of their personal data, whether
the processing of personal data is conducted fairly and legitimately and, if not,
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to go to court and find redress; it may be difficult to substantiate individual
harm. An agent-based privacy approach would allow for class actions on behalf
of specific individuals, groups or society as a whole.

6. Currently, there is a problem in the enforcement of legal instruments that
mostly consist of hard rules and black letter law. This has three disadvantages:
First, these types of rules tend to become more outdated more quickly than
general duties of care. Second, black letter laws can be circumvented more
easily because their scope and definition is often more precise than soft law
rules. Third, there are enormous differences between black letter laws in differ-
ent countries and continents, and companies can locate their headquarters in
places with the least regulatory burden. The agent-based approach to privacy
regulation would allow for an additional focus on soft law, general ethical rules
and general duties of care.
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8 privacy protection in the era of
‘big data’: regulatory challenges
and social assessments

Colin J. Bennett & Robin M. Bayley

It is commonly assumed that the phenomenal and rapid expansion in the capaci-
ties of computing technology has entailed fundamental and qualitative changes in
the ‘volume, variety and velocity’ of data processing (us Executive Office of the
President 2014). We are told that we live in a ‘data-driven society’, in which ubiqui-
tous data collection from a bewildering variety of observational technologies is
fundamentally changing organizational life and human values in revolutionary
ways. As the us Executive Office of the President concluded in a recent report
(2014: 54):

“Whether born analog or digital, data is being reused and combined with other data in
ways never before thought possible, including for uses that go beyond the intent motivat-
ing initial collection. The potential future value of data is driving a digital land grab, shift-
ing the priorities of organizations to collect and harness as much data as possible. Compa-
nies are now constantly looking at what kind of data they have and what data they need in
order to maximize their market position. In a world where the cost of data storage has
plummeted and future innovation remains unpredictable, the logic of collecting as much
data as possible is strong.”

For all the hype around the ‘Big Data revolution’, we have to remember that the
last fifty years have ushered in numerous claims about the revolutionary nature
and potential of new technologies. If we can be persuaded that revolutions are
occurring, we can also be persuaded to jump on board for fear of losing economic
advantage or social esteem. ‘Revolutions’ don’t just emerge, they are constructed.
And more often than not, these claims make simplistic assumptions about the tra-
jectories of technological development, and gloss over complex social, political
and economic assumptions. The messy, contradictory and ambiguous character of
technological change is quite often simplified in the rush to encapsulate the pres-
ent and extrapolate the future within a catchy phrase.

‘Big Data’ is a socio-technical phenomenon that rests on a good deal of mythology
(Boyd and Crawford 2012). It is not a precise scientific concept, but a highly contes-
ted idea that means different things depending on who is talking about it. There is
not, and will never be, any consensus on what ‘Big Data’ means, nor on how its
processing differs from the data analytical techniques of the past. There is no clear
threshold at which point ‘data’ becomes ‘Big Data’. It is a highly fashionable, and,
therefore, inherently suspect idea that encompasses a complex array of technolo-
gies, practices and interests. ‘Big Data’ in and of itself means nothing and signifies
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nothing in the absence of a wider understanding of the organizations that are con-
ducting the analysis, and an assessment of those organizations’ wider interests and
motives.

The fundamental epistemology of Big Data is inductive, where data analysis is
conducted without the benefit of a guiding hypothesis. The data itself, according to
Mayer-Schönberger and Cukier, reveals the patterns; the human reasoning and
judgment about causation comes afterwards (2013: ch. 4). Deductive methods,
according to these authors, constrain the power of the data to find patterns that
would not otherwise be discovered. They offer several illustrations (2013: 55):

“No longer do we necessarily require a valid substantive hypothesis about a phenomenon
to begin to understand the world. Thus, we don’t have to develop a notion about what
terms people search for when and where the flu spreads. We don’t need to have an inkling
of how airlines price their tickets. We don’t need to care about the culinary tastes of Wal-
mart shoppers. Instead we can subject Big Data to correlation analysis and let it tell us
what search queries are the best proxies for the flu, whether an airfare is likely to soar, or
what anxious families want to nibble on during a storm. In place of the hypothesis-driven
approach, we can use a data-driven one. Our results may be less biased and more accurate,
and we will almost certainly get them much faster.”

These arguments are, of course, controversial, and raise a host of epistemological
questions that are beyond the scope of this article. They raise the possibilities of
‘spurious correlations’ and about whether the data are reliable and valid proxies for
the phenomena in question. They also rest on some questionable deterministic
assumptions about the power of technology.

Mayer-Schönberger and Cukier also recognize that there is a ‘dark side to Big Data’
which poses significant challenges to conventional legal instruments of privacy
protection (2013: 170). Big Data is a surveillance tool, and magnifies the capacity of
organizations to monitor individuals’ lives, to erode anonymity and to discrimi-
nate on the basis of gender, race, age, location and other factors. Big Data analytics
using secret algorithms can lead to automatic and discriminatory judgments with
widespread implications for the types of people most likely to engage in certain
more risky behaviours (Pasquale 2015). The ‘social-sorting’ of the population using
new technologies has been a theme in the surveillance literature for some time
(Gandy 1993, 2009; Lyon 2003). These new tools permit a surveillance of the pop-
ulation in ways that were unimaginable a few years ago.

For instance, Big Data correlations have learned that workers with longer com-
mutes quit their jobs sooner. Is it then fair to turn away job applicants with longer
commutes? And what if those applicants tend to be disproportionately from
minority populations (Robinson and Yu 2014)? And is it appropriate for a com-
pany to assign you a credit score based on where you live, and inferences about the
creditworthiness of your neighbours (National Consumer Law Center 2014)? And
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is it acceptable for political parties to draw conclusions about how you might vote,
on the basis of analysis of Facebook friends, Twitter followers and other evidence
of the ‘social graph’? (Bennett 2013).

In the United States, in particular, ‘Big Data’ leads to scoring practices, which are
compiled based on financial, demographic, ethnic, racial, health, social, consumer
and other data to characterize individuals or predict behaviours like spending,
health, fraud, academic performance or employability. Scores can be correct,
or they can be inaccurate or misleading, but they are rarely transparent. Persons
affected may not be aware of the existence of the score itself, its uses and the
underlying sources (World Privacy Forum 2014). Citizens are generally unable to
challenge the score, determine how the score is constructed, correct the data on
which it is based or opt out of being scored altogether.

The use of predictive analytics based on our online connections and activities can
also inhibit freedom of association, and chill our online interactions. As the Elec-
tronic Information Privacy Center (epic) has stated:

“The use of our associations in predictive analytics to make decisions that have a negative
impact on individuals directly inhibits freedom of association. It chills online interaction
and participation when those very acts and the associations they reveal could be used to
deny an individual a job or flag an individual for additional screening at an airport because
of the determination of an opaque algorithm, that may consider a person’s race, national-
ity, or political views” (epic 2014).

Where, then, do these trends leave personal information rights and the many pol-
icy instruments that have been designed to protect those rights? This chapter
addresses three central questions about the protection of privacy in this new envi-
ronment. First, what are the problems involved with the current information pri-
vacy or data protection model with regard to the regulation of Big Data? Some
have claimed that the traditional privacy protection model, based on notice and
consent, is now obsolete and counter-productive, and have insisted that the focus
of regulation should shift to the ‘accountable’ uses of personal data (Mundie 2014).
We engage in this debate and attempt to provide a more focused assessment of the
key issues.

This second section of the chapter builds upon this analysis to consider whether
privacy impact assessments (pias) and the methodology that underpins them can
remedy the perceived weakness of existing regulatory models. A considerable liter-
ature already exists on pias and on their development and implementation in dif-
ferent countries (Wright and De Hert 2012). They are now institutionalized under
many data protection regimes and will become, in some contexts, mandatory
under the new eu General Data Protection Regulation (gdpr) (eu 2012). In the
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main, however, these methodologies were developed before the challenges posed
by Big Data analytics and tend not to incorporate assessments of the broader dis-
criminatory impacts of these practices.

Do existing pia methodologies need to be revised to enable the evaluation of risk
in the context of Big Data? What tools might be developed to assess the broader
social risks of excessive surveillance and categorical discrimination? We address
proposals for Surveillance Impact Assessments (Wright and Raab 2012), and for
more unified ethical frameworks, developed to guide data scientists (iaf 2014,
2015). The paper questions whether the integration of existing pia methodologies
into a broader ethical frame is a critical condition for the mitigation of individual
and social risks in this new era of Big Data analytics.

Thirdly, and finally, what other regulatory solutions have been proposed, both
now and in the past, that could offer ways to allow the promise of Big Data analyt-
ics, and at the same time, to protect individual privacy rights? Is it really necessary
to give up on the central tenet of privacy protection law and philosophy in order to
permit Big Data analytics to realize their potential? We do not think so. On the
contrary, we argue that the current debate tends to rest on a false dichotomy and a
fundamental misunderstanding about the theory of information privacy that
developed 40 years ago, and the data protection policies that it generated
(Bennett 1992).

8.1 information privacy and the fair information
principles

Contemporary data protection regimes in Europe and elsewhere have been based
on a principle that the individual should have some control over the collection, use
and disclosure of personal data that relates to him or her. That theory was devel-
oped in the 1960s in the United States and was later refined by other countries
(Bennett 1992). According to the theory of ‘information privacy’, regardless of
technology and regardless of organization, individuals have a right to a modicum
of control over the information that circulates about them. It is the theory that
underpins the set of ‘fair information principles’ that structure international
norms and national statutes, the world over. Those principles give rights to indi-
viduals (data subjects) and impose responsibilities on organizations (data control-
lers). The codification varies according to different national administrative and
legal traditions, but the underlying premises remain consistent. Whether national
policy is framed in terms of ‘privacy’ or as ‘data protection’, there has been, and
continues to be, a remarkable consensus on basic legal principles (Bennett 1992;
Bennett and Raab 2006).
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Privacy protection, therefore, is not a result or a condition but a dynamic process of
finding appropriate balances between privacy and multiple competing interests.
The appropriate balance cannot be struck by legislating in advance those types of
personal data that might never be captured or processed. Rather, the balance is
struck around the principle of relevance to an explicit and legitimate purpose. The
personal data required within any one organizational context are governed by a set
of social norms about what might be an appropriate intrusion (Nissenbaum 2010).
Those shifting norms then guide ‘reasonable expectations of privacy’ in different
organizational settings. Public and private organizations are expected, indeed
mandated, only to collect and process personal data related to a legitimate purpose.
The data may not be used for a different purpose without the individual’s knowl-
edge and consent, or unless there is a separate statutory justification.

It is also worth pointing out, that these simple principles are overwhelmingly sup-
ported by national and comparative public opinion surveys (e.g., Zureik et al.
2010). Privacy opinion polls have a long, and controversial, history. Their method-
ologies and their usefulness have varied dramatically. However, there is a common
theme that runs through them. The mass public can generally draw a line between
legitimate and illegitimate requests for personal data. Most people know how to
apply a ‘none of your business’ test. The line will vary over time, and according to a
host of demographic and cultural variables. Concerns about privacy also permeate
the business world. A recent survey of businesses in Belgium, France, Germany,
the Netherlands and the uk revealed that concerns over customer information and
compliance with privacy rules are the biggest challenges businesses face when
implementing Big Data strategies (Xerox 2015).

All privacy protection laws, therefore, are based on the transparent communica-
tion of the purposes for which personal data will be processed. This transparency
establishes a relationship of trust that personal data will not be re-used, re-
purposed and disclosed to other organizations. This principle is at the heart of the
theory of information privacy and reinforces powerful social norms. It also gov-
erns both the processing of personal data and its collection and capture.

8.2 big data and the challenges to fair information
principles

There are three general and overlapping aspects of what we will call the ‘Fair Infor-
mation Principles’ model that, critics argue, are fundamentally challenged by
Big Data and its implications. The first relates to the definition of personally iden-
tifiable information (pii) itself. Regulation in this area is triggered by the capture
and processing of data that, in some way, relates to an identifiable individual
(Schwartz and Solove 2011). The line between what is personal and non-personal
data is increasingly difficult to draw for several reasons.
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Personal data can more easily be re-identified from the combination of data ele-
ments which, on their own, say little or nothing of about any one particular per-
son. Our online tracks are tied to smartphones or personal computers through
Unique Devise Identifiers (udids), ip addresses, ‘fingerprinting’ and other means.
Given how closely these personal communication devices are associated with the
individuals who use them, information linked to these devices is, to all intents and
purposes, linked to individuals. The sophistication of contemporary re-identifica-
tion science gives a false sense that data can ever be stripped of identifying markers
(Ohm 2010). Big Data can increase the risk of re-identification, and in some cases,
inadvertently re-identify large swaths of de-identified data all at once.

The problem is magnified in the context of the Internet of Things, where inferen-
ces about our behaviours and actions can more easily be drawn from the capture of
data from objects in our possession – our phones, cars, household appliances and
so on. Generally speaking, ordinary people go about their lives in complete igno-
rance of the technical identifiers that are attached to these devices and constantly
emit information about their personal lives. Furthermore, decisions about the
individual are increasingly made on the basis of inferences that are drawn about the
categorical group to which we are presumed to belong. The world of Big Data feeds
off this growing ambiguity about what is, and what is not, personally identifiable
information (The New Transparency 2014: 71-85).

A second, and related, challenge is to the principle of ‘data minimization’. Organi-
zations are required to limit the collection of personal data to that which is neces-
sary to achieve their legitimate purposes and to delete that which does not con-
form to those purposes. The business model of Big Data is antithetical to these
principles. Rather, it incentivizes the direct and indirect capture and retention of
any data, by any technical means. Whereas it was once cheaper to delete informa-
tion than to retain it, the obverse is now the case (Mayer-Schönberger 2011). “Data
minimization is simply no longer the market norm” (Tene and Polonetsky 2013:
260).

The final challenge relates to the central tenet of the fips model, a clear definition
and transparent communication about the purposes to which personal data are
being processed. Some have argued that Big Data analytics require that presump-
tion to be discarded, or at least fundamentally rewritten. The inductive power of
analytics presumes that new purposes will and should be found for personal data,
if the promise of the technology is to be realized. Mayer-Schönberger and Cukier
(2013: 173) are emphatic on this point: “In the era of Big Data, however, when much
of data’s value is in secondary uses that may have been unimagined when the data
was collected, such a mechanism to ensure privacy is no longer suitable.” In the
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words of the us President’s Council of Advisors for Science and Technology:
“The notice and consent is defeated by exactly the positive benefits that Big Data
enables: new, non-obvious, unexpectedly powerful uses of data” (2014: 36).

Scott Taylor of Hewlett Packard, and a key participant in the Information Account-
ability Foundation, has likened the process of Big Data analytics to a chemical reac-
tion (Taylor 2014). Just as something new, and in some cases unpredictable, is
created from the reaction of two chemicals, the same is true for Big Data. And just
as one would not prevent the collection of certain chemicals because they have a
chance, in reaction with others, to cause an explosion, he argues that we should
not prevent the capture and processing of personal data, because it might, when
applied, have adverse consequences for individuals, groups and for society as
a whole.

According to this position, there is no category of data that is a priori ‘none of your
business’. The promise of Big Data, we are told, assumes further uses for purposes
not originally conceived. Craig Mundie, one of the members of the President’s
Council (2014), insists that we should “focus on data use, not data collection.”
He adds a familiar argument that there is already so much personal data ‘out there’
that it cannot be retrieved, and it is practically impossible to provide notice and
seek consent for every conceivable use. Mundie, and others, envision a revision of
the privacy framework that permits almost unlimited collection, in return for
stronger accountability mechanisms that govern uses and disclosures. The argu-
ment broadly comports with a more long-standing effort to reorient privacy pro-
tection away from notice and consent, and towards an emphasis on accountability
of organizational practices (Weitzner 2008; Center for Information Policy Leader-
ship 2009).

Against this more ‘pragmatic’ approach to privacy regulation, certain privacy
advocates have weighed in to defend traditional interpretations of the privacy
principles. Hoofnagle (2014), for instance, warns that “use-regulation advocates are
actually arguing for a broad deregulation of information privacy.” It amounts to the
following: “1) Data companies can collect anything they want and analyse it how-
ever they please; 2) They are liable only for misuses of data, which businesses
define themselves, narrowly; 3) If pressed, they can argue that use restrictions are
unconstitutional censorship; and 4) Companies can purposely engage in those
misuses, and only be liable when it causes concrete injury.” Privacy pragmatism
masks a ‘radical deregulatory agenda’, according to Hoofnagle: “A regime that only
pays attention to use erects a Potemkin Village of privacy. From a distance, it looks
sound. But living within it we will find no shelter from the sun or rain.” The Elec-
tronic Privacy Information Center (epic 2014) also warned of huge dangers posed
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by data breaches and of the failure of organizations to adequately safeguard the per-
sonal data under their control, when those data are increasingly stored in larger
and larger data repositories.

Central to any resolution of these questions in Europe is the interpretation and
enforcement of the new General Data Protection Regulation (gdpr). Indeed, and
as has been pointed out on numerous occasions, individual consent is just one
possible legal ground for legitimate processing of personal data under the gdpr.
Others expressed in Article 6 (1) include: if

“processing is necessary for the purposes of the legitimate interests pursued by a control-
ler, except where such interests are overridden by the interests or fundamental rights and
freedoms of the data subject which require protection of personal data, in particular
where the data subject is a child. This shall not apply to processing carried out by public
authorities in the performance of their tasks.”

This provision was amended by Parliament in March 2014 to read:

“processing is necessary for the purposes of the legitimate interests pursued by the con-
troller or, in case of disclosure, by the third party to whom the data is disclosed, and
which meet the reasonable expectations of the data subject based on his or her relation-
ship with the controller, except where such interests are overridden by the interests or
fundamental rights and freedoms of the data subject which require protection of personal
data. This shall not apply to processing carried out by public authorities in the perform-
ance of their tasks” (Text adopted by Parliament, March 12, 2014).

The balance struck in the last condition, therefore, speaks directly to the process-
ing of Big Data, and is a matter that will require regulation in different contexts
according to judgments about ‘legitimate interests’. dpas, therefore, might very
well intervene to make those judgments and reach more finely grained judgments
about how the interests in data processing beyond the initial purpose of the collec-
tion, might best be communicated to establish ‘reasonable expectations’ and to
promote the relationship of trust between the controller and the data subject in
particular contexts.

These provisions also need to be regarded in relation to the other provisions.
The gdpr contains a more accurate and faithful expression of the various policy
instruments that currently comprise the ‘governance of privacy’ than was the case
for the original 1995 Directive (Bennett and Raab 2006). It is rooted in the tradi-
tions of European data protection law, but it also borrows from policy innovations
first introduced in countries outside Europe. These include: the provisions in Arti-
cle 23 for ‘data protection by design and by default’; the provisions for breach noti-
fication in Article 31; the encouragement of Codes of Conduct and certification in
Articles 38 and 39; and the rules for Data Protection Impact Assessments in Arti-
cle 33. Each of these instruments has been pioneered outside Europe, and each is
now embraced within this new body of European law.
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It seems that the legitimate processing of personal data, therefore, will not just be
determined by what consumers consent to. It is, more generally, structured by a
context in which there is more pro-active assessment of risk and demonstration of
accountability. While Big Data does certainly pose challenges for the transparent
communication of legitimate purposes and for the securing of consumer rights,
its regulation will depend greatly on the application of these other instruments,
and particularly on the use of Data Protection (Privacy) Impact Assessments.

8.3 big data and privacy impact assessments

Privacy Impact Assessments (pias), called Data Protection Impact Assessments
(dpias) under the gdpr, have been in existence for at least 20 years. They were ini-
tially introduced in countries like New Zealand and Canada, and then gradually
spread to other English-speaking systems like Australia and the United States.
Since then, pias have been spreading around the advanced industrial world as a
result of: legislative requirements; policy guidance by central government agen-
cies; recommendations by privacy and data protection commissioners; and recog-
nition by organizations that pias can expose and mitigate privacy risks, avoid
adverse publicity, save money, develop an organizational culture sensitive to pri-
vacy, build trust and assist with legal compliance (Wright and De Hert 2012).
The British Information Commissioner’s Office was the first European dpa to
develop guidance as to how pias should be conducted (ico 2007).

pias have been advocated to mitigate a range of organizational risks: vulnerabili-
ties to organizational systems and assets; threats from malicious attacks; negative
media publicity; loss of consumer confidence; infringement of laws; financial los-
ses; dilution of brand, reputation and image; and so on (Wright and De Hert 2012:
14-15). They also arguably produce many positive benefits in their engagements
with customers, stakeholders, regulators and others. They may also operate as a
learning experience for the organization and its employees about what personal
data the organization has, why it was collected, how it is stored and to whom it
will be communicated (Wright and de Hart 2012: 16-17). The prospective analysis
of privacy impacts is now regarded as one critical element of good privacy manage-
ment and governance.

Crucially, therefore, pias need to offer an identification of privacy risks before sys-
tems and programmes are put in place. pias are only valuable if they have, and are
perceived to have, the potential to alter proposed initiatives in order to mitigate
privacy risks. They also have to consider privacy risks in a wider framework,
which takes into account the broader set of community values and expectations
about privacy. pias should also be more than the end-product or statement.
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They refer to an entire process and appear to be more effective when they are part
of a system of incentives, sanctions and review, and/or where they are embedded
in existing project workflows or quality assurance processes (Warren et al. 2008).

However, pias vary across a number of dimensions: the levels of prescription, the
application, the circumstances that might trigger pias, the breadth of the pia exer-
cise, the agents who conduct pias, the timing, the process of review and approval
and the level of public accountability and transparency. In most jurisdictions
where law or policy require or highly recommend that pias be conducted, an offi-
cial pia template, format or other tool to describe how they should be conducted,
is provided. However, there is no simple formula for the conduct of a pia. Each pia
should be dictated by the specific institutional, technological and programmatic
context of the initiative in question. Any pia needs to be sensitive to a number or
crucial variables: the size of the organization; the sensitivity of the personal data;
the forms of risk; and the intrusiveness of the technology (Warren et al. 2008).

There are several examples of guidance on how pias should be conducted. The uk
ico, for example, offers a helpful set of screening questions to determine whether,
and what of kind of, pia is needed. A pia assessment template then involves a six-
step process: 1) identify the need for a pia; 2) describe the information flows and
determine who should be consulted in that process; 3) identify privacy and related
risks; 4) identify the privacy solutions; 5) sign off and record the pia outcomes;
and 6) integrate the pia outcomes back into the project plan (ico 2014a).

The current reality, however, is that pia methodologies are overwhelmingly
driven by the black letter of the law, and dpas often cannot legally advise or require
organizations to go beyond those explicit legal requirements. Many pias are sim-
ply legal compliance checks, are not published and certainly are not conducted
with broad input from relevant stakeholders. Where they are conducted in a
mechanical fashion for the purposes of satisfying a legislative or bureaucratic
requirement, they are often regarded as exercises in legitimation rather than risk
assessment (Warren et al. 2008).

Under Section 34 of the gdpr, Data Protection Impact Assessments are expected:

“Where processing operations present specific risks to the rights and freedoms of data
subjects by virtue of their nature, their scope or their purposes, the controller or the pro-
cessor acting on the controller’s behalf shall carry out an assessment of the impact of the
envisaged processing operations on the protection of personal data.”
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The Regulation then goes on to spell out where those specific risks might arise:

a. a systematic and extensive evaluation of personal aspects relating to a natural
person or for analysing or predicting in particular the natural person’s eco-
nomic situation, location, health, personal preferences, reliability or behaviour,
which is based on automated processing and on which measures are based that
produce legal effects concerning the individual or significantly affect the indi-
vidual;

b. information on sex life, health, race and ethnic origin or for the provision of
health care, epidemiological researches, or surveys of mental or infectious dis-
eases, where the data are processed for taking measures or decisions regarding
specific individuals on a large scale;

c. monitoring publicly accessible areas, especially when using optic-electronic
devices (video surveillance) on a large scale;

d. personal data in large scale filing systems on children, genetic data or biometric
data;

e. other processing operations for which the consultation of the supervisory
authority is required pursuant to point (b) of Article 34(2).

The assessment is supposed to contain:

“at least a general description of the envisaged processing operations, an assessment of
the risks to the rights and freedoms of data subjects, the measures envisaged to address
the risks, safeguards, security measures and mechanisms to ensure the protection of per-
sonal data and to demonstrate compliance with this Regulation, taking into account the
rights and legitimate interests of data subjects and other persons concerned.”

The data controller is also expected to seek the views of data subjects or their rep-
resentatives, at least where it does not harm commercial interests. Controversially,
however, these provisions do not apply to public authorities or where the process-
ing results from a legal obligation.

It should be noted that these provisions will be affected by delegated acts adopted
by the Commission. They have also been extensively amended and fleshed out by
Parliament, which gives more explicit guidance on how the dpia should be con-
ducted throughout the entire lifecycle of the data processing operation. How these
requirements will appear in the final version, after current negotiations between
Parliament and the Council of Ministers are concluded, is still unknown.

To the extent that pias are seen by data controllers as valuable tools that can miti-
gate financial and reputational risk, then they are likely to be seen as such when
personal data is being repurposed in a Big Data environment. To the extent that the
assessment is framed in broader terms than data protection, then the larger issues
related to discrimination and social sorting may then be addressed. In their paper
on Big Data and Data Protection, the uk Information Commissioner’s Office
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(2014b: 13) stress that pias should play a crucial role in assessing the impact of
Big Data projects on individuals and weigh those implications against the sup-
posed benefits to society. The justifications for pias in the Big Data environment
seem as compelling as ever.

However, there are also some extraordinary challenges. First, how does an organi-
zation assess the expected benefits when the analytical process is essentially an
inductive ‘fishing expedition’ within the data? Big Data analytics tend to be prem-
ised upon very vague assertions about the rewards to society, business and con-
sumers. And whereas privacy professionals now have a familiar set of tools for
assessing privacy risk, it is not clear how they assess and prioritize a project’s
potential rewards when the benefits are often so speculative (Polonetsky and Tene
2013). Furthermore, how can pias be conducted when multiple organizations and
data sources may be involved in a Big Data project, where lines of accountability
may become very blurred? pias should ideally be transparent. Yet Big Data analyt-
ics often rely on the application of secret and proprietary algorithms, the under-
standing and assessment of which is necessary for the overall consideration of pri-
vacy risk.

Though pias are often necessary, they are not sufficient to address the broader set
of risks in a Big Data environment. In this light, two further sets of tools have been
proposed.

8.4 big data and surveillance impact assessments

According to David Lyon, surveillance is “any collection and processing of per-
sonal data, whether identifiable or not, for the purposes of influencing or manag-
ing those whose data have been garnered” (Lyon 2001: 2). Surveillance is not sim-
ply about large organizations using sophisticated technology; it is also something
that individuals increasingly engage in. It is good and bad, top-down and bottom-
up, and directed to humans, non-humans and spaces (The New Transparency
2014). It is conceived as a broad mode of governance, rather than a narrow policy
problem that can adequately be addressed by passing privacy laws. If privacy can
never be the antidote to surveillance (Stalder 2002), then it follows that pias can
never adequately address the broad range of social problems that surveillance
brings in its wake (Cas 2015).

In this vein, Charles Raab and David Wright (2012) have introduced the concept of
the ‘Surveillance Impact Assessment’ (sia) to respond to the critique that pias are
too narrowly focused on individual privacy. In common with current usage, they
adopt a quite broad definition of surveillance to embrace the systematic capture of
personal data beyond that collected through visual means. In addition to ‘watch-
ing’, surveillance is conducted through listening, locating, detecting, dataveillance,
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as well as through the combination of those practices in ‘assemblages’ (2012:
370-372). Raab and Wright conceptualize four nested concentric circles of an sia.
The conventional pia, focused on individual privacy, falls in the innermost circle
(pia1). pia2 adds other impacts on an individual’s relationships, positions and
freedoms. The third stage (pia3) adds the impact on groups and categories.
The fourth (outermost) ring of the circle (pia4) adds the broader impacts on
society and the political system. The model is intended to be cumulative. Under
this framework, privacy progressively assumes the character of a social or collec-
tive good (Regan 1992) as one extends the analysis to the outer limits of the circle.

How could this framework assist with the analysis of Big Data analytics? A con-
crete illustration might assist. Take the example of the practice of credit-scoring,
based on neighbourhood characteristics such as crime rates, property values, and
so on (World Privacy Forum 2014). The impact of such a score on the individual’s
ability to get a loan would be regulated under the Fair Credit Reporting Act (fcra)
in the United States, but it would only apply to those aspects of the scoring system
that were affected by an individual’s credit report. This law, like other data protec-
tion acts, regulates the sources of legitimate personal data and offers limited
recourse to access and correct erroneous reports. A pia1 would thus be confined to
ensuring that the provisions of the law are appropriately considered when the
credit-scoring system was put in place. At the next stage (pia2), the impact of your
credit score on your immediate social network would be analysed. That could
include neighbours in an immediate geographical sense, but also friends, family
and other individuals with whom one regularly associates, online or offline. At the
third stage (pia3), the analysis would expand to the effect of categories of individu-
als and groups. If you are the kind of person with a bad credit score, then inferences
might be drawn about the credit-worthiness of similar people with a similar pro-
file. And at the final stage (pia4), one would consider the general workings of
society: social and community relations, democratic rights, political participation,
the impact on the criminal justice system and so on.

Wright, Friedewald and Gellert (2015) followed up this analysis with an attempt to
develop a more explicit sia methodology and tested it on four separate ‘smart’ sur-
veillance systems. Their project organized a series of scenario-based workshops to
which different stakeholders were invited to inform the project (sapient) about
the different drivers for surveillance technologies, the current legal rules on trans-
parency and consent, the relative vulnerability of individuals, the possibilities of
resistance and the variety of potential solutions. These authors also point out the
limitations of existing pia methodologies and, therefore, seek a methodology that
addresses wider privacy rights than just data protection, as well as other funda-
mental human rights and ethical values (p. 50). They too are insistent that the sia
should be conceived as a process, culminating in a published report that docu-
ments that process.

p r i v a c y  p r o t e c t i o n  i n  t h e  e r a  o f  ‘ b i g  d a t a ’ :  r e g u l a t o r y  c h a l l e n g e s
a n d  s o c i a l  a s s e s s m e n t s 2 1 7



They then outline a twenty-step process in three phases (p. 51):

Phase i: Preparation
1. Determine whether an sia is necessary.
2. Develop terms of reference for the surveillance assessment team.
3. Prepare a scoping report (What is the scope of the surveillance system?).
4. Check compliance with legislation.
5. Identify key stakeholders.

Phase ii: Risk identification and analysis
6. Initiate stakeholder consultation.
7. Identify risk criteria.
8. Identify primary assets and feared events (What could happen if the surveil-

lance system is implemented?).
9. Analyse the scope of feared events.
10. Analyse the impact of feared events.
11. Identify supporting assets.
12. Identify threats and analyse vulnerabilities.
13. Identify threat sources and analyse capabilities.
14. Create a risk map (for prioritizing risks for treatment).

Phase iii: Risk treatment and recommendations
15. Risk treatment identification and planning.
16. Prepare an sia report.
17. Record the implementation of the report’s recommendations.
18. Publish the sia report.
19. Audit the sia.
20. If necessary, update the sia.

In the interest of keeping the process relatively simple, this methodology has obvi-
ously been framed in quite high-level principles. They are also aware that overly
complex and lengthy guidelines can scare away potential users. It is also obvious
that, once the assessment goes beyond legal compliance, more subjective evalua-
tions of risk inevitably enter the analysis. Those subjective assessments require
consultations with a wide range of stakeholders, including the general public.
It follows that the assessment has to explain the technology and the practice in a
way that is understandable to the layman.

Both sia methodologies reviewed here are probably more geared to public sector
surveillance systems and to projects that have some defined technical and institu-
tional parameters. Much of the appeal of Big Data analytics is that there are often
no parameters. As noted above, organizations are invited to ‘fish around’ in the
data until they find interesting correlations. Often there is no ‘project’ as such,
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and, therefore, no obvious starting-point at which an sia could begin nor an end-
point at which it could be published. These realities only reinforce the broad con-
clusion that any risk assessment should be conceived as a process rather than as an
end-product.

8.5 big data,  accountable privacy governance and
ethical impact assessments

Under the auspices of the Information Accountability Foundation (iaf), certain
privacy experts from the private sector have also been thinking about how to rec-
oncile the promise of Big Data analysis with traditional privacy principles. The
project is a work in progress (Information Accountability Foundation 2014, 2015)
but is worthy of comment. Unlike pias and sias, these assessments, it should be
stated at the outset, are explicitly motivated by the question of how to analyse
Big Data ethically.

This project builds upon earlier work by Martin Abrams and his colleagues to gen-
erate methods to encourage and measure organizational accountability (Center for
Information Policy Leadership 2009). Decision-making about the ethics of Big
Data analysis, therefore, is inextricably connected to whether or not the organiza-
tion has an effective privacy management framework in place. Logically, if overall
privacy governance is done well within a company (and the project is focused
mainly on the private sector), then it will have the systems (management and
technical) in place to assess the risks and put the necessary safeguards in place. In
Canada, the privacy commissioners have offered explicit advice about the various
elements of good privacy governance (opc 2012). One of the ways in which organi-
zations might mitigate risk, therefore, is to ensure that privacy is an integral part of
an organization’s commitments and governance structure.

The iaf’s project on Big Data conceives of four integrated steps: A Unified Ethical
Frame; An Interrogation Framework; An Enforcement Discussion; and Industry
Interrogation Models. Only drafts of the first two elements are currently available
for comment. The idea is that the project will begin with an analysis of the larger
ethical considerations and progressively drill down to more practical guidance
for industry.

Part A of this project conceives a ‘Unified Ethical Frame’ designed to ensure a
“balanced ethical approach to Big Data” (iaf 2015: 7). The paper identifies five core
values: beneficial, progressive, sustainable, respectful and fair. The paper suggests
an ethical review that goes way beyond data protection, privacy and surveillance.
The ambition is to produce a framework that also embraces the individual rights
and interests addressed in common declarations of fundamental rights such as the
United Nations Charter of Fundamental Rights, including values such as health,
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education, and opportunity and benefits from technology, which are advanced by
the data processing. It is also intended to encompass corporate interests in innova-
tion and in return on investment.

These values then inform the Interrogation Framework designed to be used when
“Big Data projects reach key milestones and decision points” (iaf 2015: 3), mean-
ing at the concept, discovery, application and review phases. The framework yields
a worksheet designed to alert organizations to the key questions that need to be
addressed at each stage to determine if the project is beneficial, progressive, sus-
tainable, respectful and fair. This is explicitly an ‘Interrogation Framework’ rather
than a more rigid set of guidelines. It is designed as a prompt that might be adapted
for different companies and for different purposes. The key is that organizations
have to be accountable and that they are able to demonstrate to regulators “that
they have, effectively and with integrity, identified the full range of individual
interests, and balanced those interests with other societal concerns” (2015: 5).
Clearly, the value of these tools will only be properly judged when these higher-
level instruments are applied to more specific industry applications.

8.6 conclusions

The debate about Big Data and the protection of privacy is often framed in terms of
a transatlantic clash of fundamental values between us beliefs in innovation and
the free flow of information, and the European philosophy that data protection is a
‘fundamental right’. These stark contrasts are fundamentally misleading and often
based on serious misunderstandings of law on both sides of the Atlantic (Kuner
2014). They also, of course, ignore the startling contemporary fact that there are
now more countries outside Europe with data protection law than within Europe
(Greenleaf 2015). Those fault lines do not, and should not, structure the appropri-
ate discourse for the debate in the rest of the world.

Aside from technical solutions, is there a way to reconcile Big Data analytics with
traditional information privacy principles? And what role might pias play in that
process? We will conclude with two separate attempts to grapple with these ques-
tions.

One approach is offered by Tene and Polonetsky (2013). These authors regard the
information privacy principles not as a rigid framework but as a:

“set of levers that must be adjusted to adapt to varying business and technological condi-
tions. Indeed, the ingenuity of the fipps is manifest in their flexibility, which has made
them resilient to momentous change  some principles retract while others expand
depending on the circumstances. In the context of Big Data this means relaxing data mini-
mization and consent requirements while emphasizing transparency, access, and accu-
racy” (p. 242).
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They propose a set of solutions that de-emphasize the role of individuals at the
point at which personal data is captured. They concede the fundamental weak-
nesses of a notification and consent model that relies on opting into, or out of, data
processing practices based on the non-reading of complex and legalistic privacy
policies. Rather, they want to shift emphasis to the empowerment of individuals,
allowing them to engage with the benefits of Big Data for their own particular
usage. As a “quid pro quo for looser data collection and minimization restrictions,
organizations should be prepared to share the wealth created by individuals’ data
with those individuals.” Individuals would then have access to ‘their data’ and
would be able to make more useful choices about how to live their lives. They con-
tend that the ‘featurization’ of Big Data could unleash more applications and create
a market for such end-user innovations. A model would be the smart-grid applica-
tions designed to allow users to monitor their energy usage and make more intelli-
gent decisions about their appliance usage and about energy consumption.

They concede that this call for greater transparency is not new. It is just that the
mechanisms (requirements for the transparent notification of purposes, and indi-
vidual access and correction rights) have not succeeded as regulatory tools.
The entire ‘app economy’ is now, however, premised on individuals being able to
access their own personal data to make intelligent choices about consumption,
finance, health, and so on. It can, and should, be leveraged to provide individuals
with access to their data in ‘usable’ format and thus render the Big Data ‘ecosys-
tem’ more transparent. To this end, they propose that organizations reveal not
only the existence of their databases but also the criteria (not necessarily the algo-
rithms) used in their decision-making processes, subject to protection of trade
secrets and intellectual property. In this way, individuals could scrutinize not only
the accuracy of the data but also the reasonableness of the inferences drawn from
that data (2013: 270-71). For Tene and Polonetsky, the problem is not ‘Big Data’
per se, but ‘secret Big Data’.

A second approach is offered by the Center for Information Policy Leadership
(2013), which formed the basis for the development of the iaf’s Unified Ethical
Framework, cited above. This 2013 paper sought to explain in a little more detail
how Big Data analysis is actually conducted with a view to offering practical and
effective privacy guidance. The paper insists that there is a crucial distinction
between knowledge discovery and application. The former comprises acquisition,
pre-processing, integration, analysis and interpretation. In each of these phases,
algorithms perform a variety of classificatory, associational and sequential tasks
(p. 10). It is only in the application phase, they argue, that insights about individu-
als might be enabled. For the most part, the knowledge discovery phase “does not
involve analysis of a particular individual’s data (which may be de-identified or
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pseudonymised) and does not result in decisions about him or her” (p. 14). Because
the individual is implicated but not affected by the first phase, different protec-
tions are warranted.

Privacy rules for Big Data, therefore, need to: 1) recognize and reflect the two-
phased nature of analytic processes; 2) provide guidance for companies about how
to establish that their use of data for knowledge discovery is a ‘legitimate business
purpose’ (under the gdpr); 3) rely upon fair information principles but apply
them in a manner appropriate to the processing of Big Data for analytics; 4)
emphasize the need to establish accountability through an internal privacy pro-
gramme; 5) take into account that analytics may be an iterative process using data
from a variety of sources; 6) reinforce the importance of appropriate data security
measures; and 7) foster interoperability across diverse jurisdictions. Like Tene and
Polonetsky, the fair information principles are regarded as ‘a cornerstone for guid-
ance’ rather than as a rigid set of regulatory requirements. In this light, notions of
consent for the collection of data can, and should, be flexible, and assessed in the
light of the ways in which those data are used.

Are such distinctions possible, however? Many legal regimes have abandoned the
attempt to distinguish between ‘collection’ and ‘use’. Those separate steps were a
feature of regulations in the 1980s and are expressed as separate principles in the
oecd Guidelines of 1981 (oecd 1981). However, it is not a distinction that features
prominently in contemporary European law, which has favoured one undifferenti-
ated concept of ‘data processing’ (eu 1995). Furthermore, the emphasis on individ-
ual control as the central tenet of data protection law may also be misplaced.
In many countries outside the United States, privacy regulation is underpinned by
the assumption that personal data processing requires more proactive oversight
through specialized data protection authorities (dpas). This recognition goes back
to the beginning of the modern data protection movement (Simitis 1978).

In conclusion, we agree with Kerr and Earle when they conclude that “the nexus
between Big Data and privacy is not a simple story about how to tweak existing
data protection regimes in order to ‘make ends meet’; Big Data raises a number of
foundational issues” (Kerr and Earle 2013). Though the model has always been
under stress, it has yet been able to adapt and embrace the regulation and manage-
ment of an enormous range of new technologies and practices. As the uk ico con-
cludes: “The basic data protection principles (…) are still fit for purpose (…) Big
Data is not a game that is played under different rules”(ico 2014b: 41).

Moreover, it is also crucial to regard the governance of privacy as embracing a pack-
age of different regulatory, self-regulatory and technological policy instruments
(Bennett and Raab 2006), with both proactive and reactive elements. In this light,
the development and application of broader, surveillance and ethical assessment
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tools can obviously play a central role in ensuring that Big Data analysis is conduc-
ted with appropriate regard for privacy and other values. However, data controllers
and data regulators also need to pay heed to prior advice (e.g., Warren et al. 2008;
Wright and de Hert 2012) about how pias should be conducted within existing
privacy regimes. Privacy assessment tools need to: genuinely conduct a prospec-
tive identification of privacy risks before the data is analysed, involving all relevant
employees and consulting with key stakeholders; assess the impacts in terms
broader than those of legal compliance; be process-oriented rather than output-
oriented; and use a systematic methodology. The challenges posed by these new
analytical processes are real, to be sure. But organizations are less likely to face
legal, financial and reputational damage if they seriously heed existing advice
about how accountable organizations should identify and mitigate risks and
implement effective privacy management within their organizations.
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PART V

international perspectives on big data





9 from collection to use in privacy
regulation? a forward- looking
comparison of european and us
frameworks for personal data
processing

Joris van Hoboken

9.1 introduction

How are we to ensure respect for information privacy in the 21st century? Answer-
ing this question, some have put forward the argument that regulation should
focus on the use of data instead of its initial collection (Mundie 2014; White House
2014a; White House 2014b; Cate et al. 2014; Landau 2015; World Economic Forum
2013). The main argument for this shift tends to be pragmatic, namely that the col-
lection of personal data has become the normal state of affairs. As a result, focusing
the regulation of personal data-driven processes by limiting the collection of data
(data minimization) is no longer feasible and desirable. Regulation should focus on
issues arising from the actual use of personal data instead.

The arguments for use regulation tend to involve two specific elements. First, the
existing mechanisms for establishing the legitimacy of personal data collection and
further use (in view of information privacy) need to move away from a negotiation
at the time of collection, in terms of specified, legitimate purposes, towards a focus
on data use and management practices. Second, a use-based approach could pro-
vide the flexibility of re-use of data across contexts, which is argued to be required
to extract the optimal value from data analytics. Cate et al. (2014) argue:

“The evolution of data collection and data use necessitates an evolving system of infor-
mation privacy protection. A revised approach should shift responsibility away from
individuals and toward data collectors and data users, who should be held accountable for
how they manage data rather than whether they obtain individual consent. In addition,
a revised approach should focus more on data use than on data collection because the con-
text in which personal information will be used and the value it will hold are often
unclear at the time of collection” (Cate et al. 2014).

The resulting debate about regulatory flexibility for Big Data analytics may be one
of the core data privacy debates of our time. On one side of the debate are those
that propose more flexibility for the further processing of personal data for new
unanticipated purposes (at the moment of collection) in view of the opportunities
of data analytics. For example, the German Member of the European Parliament
Voss recently argued: “there is one necessary condition for enabling innovation to
flourish: allowing data to be processed without a pre-determined purpose” (Voss
and Padova 2015).
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On the other side of this debate about information privacy principles are those that
remain committed to the basic principle that data processing purposes and their
legitimacy should be established from the moment of collection of personal data.
Other authors have questioned the European focus on data minimization in view
of its minimal impact in practice but have argued for different regulatory solutions.
As Koops (2014) argues:

“the Data Protection Directive has done little to prevent the development of massive
databases or the advent of the Big Data era, and it is folly to think that the gdpr will fare
better in preventing ‘unnecessary’ data processing. Who in his right mind can look at the
world out there and claim that a principle of data minimisation exists?”.

Koops (2013) argues that, in a world of data analytics, regulation should increas-
ingly focus on decision transparency to be able to guarantee due process and fair
treatment of individuals.

This article will look at the position advocating use-based regulation as an alterna-
tive for restrictions on collection, from a transatlantic comparative legal and policy
perspective. It will first look at the legal question about the position of the related
principles of purpose limitation, data minimization and the question regarding
the legitimacy of personal data processing in the European and us privacy regimes
and make an assessment of the impact of existing regulatory frameworks on indus-
try and government practices. On this basis, it will explore the viability and conse-
quences of a possible shift towards a focus on the use of personal data in the infor-
mation society. It will put this discussion in the context of current developments
in Europe and in the United States. While focusing mostly on the commercial con-
text, the article will also discuss collection and use from a government perspective,
including the question of constitutional rights to information privacy and their
consequences for collection and use in privacy law and policy.

The following two main questions will be specifically addressed. First, what is the
current position of data minimization (and restrictions on the collection of per-
sonal data) in existing legal frameworks for data privacy, in Europe and in the us?
As a considerable divide can exist between privacy law in the books and privacy
law in practice, this question will be answered with reference to the impact of data
minimization in practice. Specific reference will be made to legal developments
affecting the central position of collection in the regulation of personal data pro-
cessing, including the debate about the adoption of a new eu General Data Protec-
tion Regulation. Second, what are the rationales underlying a focus on collection
and to what extent do these rationales remain valid? This also involves the ques-
tion whether the regulation of the use of personal data can be considered as an
alternative for the regulation of the collection of personal data.
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For the purposes of this article, collection is broadly defined as whether a particu-
lar entity has access to or control over (personal) data for any potential use.
Purpose limitation is understood as the principle that personal data must be pro-
cessed for specified, explicit and legitimate purposes and not further processed in
ways that are incompatible with those purposes. Data minimization is understood
as the principle that the processing of personal data, including its collection,
should be kept at a necessary minimum. Use of personal data is defined as any kind
of use of personal data by a particular entity, including the transfer of data to
third parties.

9.2 collection and use in europe

The primary legal data privacy instrument in Europe is the Data Protection Direc-
tive (95/46/ec, dpd), which harmonized data privacy legislation in the Member
States. The dual aim of the dpd was to protect “the fundamental rights and free-
doms of natural persons, and in particular their right to privacy with respect to the
processing of personal data”, while ensuring that such protection would “neither
restrict nor prohibit the free flow of personal data between Member States” (Arti-
cle 1 dpd). Proposals to replace the dpd with a General Data Protection Regulation
(gdpr) have been debated at the eu level since 2012 (European Commission 2012,
European Parliament 2014, Council 2015)1 and were de facto adopted in
December 2015.2

The dpd and its implementations in the Member States exist against the backdrop
of fundamental right protection of data privacy at the eu level and within the
Council of Europe and the international context. Article 8 of the European Con-
vention on Human Rights (echr) includes protection of data privacy. Notably,
the scope of the right to private life of Article 8 is wide, but not all personal data
processing is covered (fra 2014). Article 8 echr not only applies to interferences
by public authorities but also entails positive obligations on public authorities to
ensure respect for the protection in horizontal relations, which the dpd can be
considered to effectuate. The Council of Europe Convention for the Protection of
Individuals with regard to Automatic Processing of Personal Data (Convention
108) adopted in 1981, is the first regional framework for the processing of personal
data and applies to all personal data processing in the public and private sector,
including for law enforcement and national security.

Since the Lisbon Treaty entered into force in 2009, the eu data privacy regime in
the dpd has been further anchored at the fundamental rights level in the eu Char-
ter (Fuster 2014). The eu Charter contains a separate binding right to the protec-
tion of personal data (Article 8), alongside the protection of private life, family life
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and correspondence (Article 7). Article 8 of the Charter on the ‘Protection of per-
sonal data’ provides protection for personal data processing, including collection,
and stipulates that:
1. Everyone has the right to the protection of personal data concerning him or

her.
2. Such data must be processed fairly for specified purposes and on the basis of

the consent of the person concerned or some other legitimate basis laid down
by law. Everyone has the right of access to data which has been collected con-
cerning him or her, and the right to have it rectified.

3. Compliance with these rules shall be subject to control by an independent
authority.

The dpd applies to the processing of personal data in the private sector as well as
the public sector, with certain exceptions, including the processing of personal
data by law enforcement and national security agencies.3 Personal data is defined
broadly as “any information relating to an identified or identifiable natural person
(‘data subject’)”, where “an identifiable person is one who can be identified,
directly or indirectly, in particular by reference to an identification number or to
one or more factors specific to his physical, physiological, mental, economic, cul-
tural or social identity” (Article 2(a) dpd). The dpd imposes a set of interlinked
obligations on the processing of personal data by data controllers, i.e. the entity
“which alone or jointly with others determines the purposes and means of the
processing of personal data” (Article 2 dpd). Basically, any operation one could
perform on data, including collection, storage, organization and disclosure or
transfer to third parties falls within the definition of processing. The dpd also
applies to personal data that have been made public. In view of freedom of expres-
sion, Member States are required to adopt exceptions and derogations to the “pro-
cessing of personal data carried out solely for journalistic purposes or the purpose
of artistic or literary expression only if they are necessary to reconcile the right to
privacy with the rules governing freedom of expression” (Article 9).

Data minimization, i.e. keeping the processing of personal data at a necessary mini-
mum, is a core principle of the existing European legal data protection framework.
It follows from a combination of the principle of purpose limitation and the
requirement of a legitimate ground. With respect to purpose limitation, Article 6
dpd provides that personal data can only be “collected for specified, explicit and
legitimate purposes and not further processed in a way incompatible with those
purposes.” It also requires that the personal data should be “adequate, relevant and
not excessive in relation to the purposes for which they are collected and/or fur-
ther processed”, “accurate and, where necessary, kept up to date” and “kept in a
form which permits identification of data subjects for no longer than is necessary
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for the purposes for which the data were collected or for which they are further
processed.” Recital 28 provides that the purposes “must be determined at the time
of collection of the data.”

The dpd does not contain the assessment criteria whether further processing is
incompatible with the purposes for which the data were collected. Member States
have developed these criteria in specific national legal provisions, including
“the relationship between the purposes for which the data have been collected and
the purposes of further processing”, “the context in which the data have been col-
lected and the reasonable expectations of the data subjects as to their further use”,
“the nature of the data and the impact of the further processing on the data sub-
jects” and the “the safeguards applied by the controller to ensure fair processing
and to prevent any undue impact on the data subjects” (Article 29 Working
Party 2013a: 23-27).

There are exceptions to the principle that data should only be processed for com-
patible purposes. First, Article 13 dpd stipulates that Member States can provide
for exceptions to the further processing of personal data, including for law enforce-
ment and national security. Typically, lawful access regimes in the Member States
do provide for such exceptions. Second, an exception applies to the “further pro-
cessing for historical, statistical or scientific purposes.” Such processing may take
place as long as ‘appropriate safeguards’ are implemented. Recital 29 of the dpd
specifically provides that these safeguards must “rule out the use of the data in sup-
port of measures or decisions regarding any particular individual.”

In practice, it appears that the exception for statistical and scientific purposes is
used for data mining by commercial entities and the development of group profiles
(Article 5.3.2 Dutch Code of Conduct Financial Industry 2010). As these group pro-
files tend to be used to support subsequent decision making regarding data sub-
jects, this raises questions about the interpretation and enforcement of this recital
in current legal practice. The gdpr provides for more flexibility with respect to the
further processing of personal data for historical, scientific and statistical purposes.
Recital 29 of the dpd, which the edps still recommended to include in the text of
the gdpr, has been deleted from all official versions of the current text (edps
2015). On the question of the status of group profiles, the gdpr provides an ambig-
uous answer. Article 20(1) of the gdpr could be read in a way that it covers the pro-
cessing of group profiles, but the rest of Article 20 suggests otherwise, and the
scope of the gdpr generally remains restricted to the processing of personal data,
thus leaving the larger issue of profiling unaddressed (Koops 2014: 257-8).
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The strength of the data minimization principle depends on which data processing
purposes, to be stipulated by the data controller at the time of collection, can be
considered legitimate. This question is answered in general terms in Article 7 dpd,
which lists six possible legitimate grounds for the processing of personal data.

Four of these grounds are framed in terms of whether the processing is ‘necessary’
for a generally accepted purpose for the processing of personal data. This includes
that the processing should be necessary for “the performance of a contract to
which the data subject is a party” (sub b), which is a primary ground for data pro-
cessing in the private sector. For the public sector it provides the legitimate
grounds that the processing is “necessary for compliance with a legal obligation to
which the controller is subject” (sub c) or “necessary for the performance of a task
carried out in the public interest or in the exercise of official authority vested in the
controller or in a third party to whom the data are disclosed” (sub e). In addition,
data processing is legitimate if it “is necessary in order to protect the vital interests
of the data subject” (sub d).

There are two additional legitimate grounds of a somewhat different nature.
Article 7 (f ) provides for a balancing test, requiring that the processing:

“is necessary for the purposes of the legitimate interests pursued by the controller or by
the third party or parties to whom the data are disclosed, except where such interests are
overridden by the interests for fundamental rights and freedoms of the data subject [pro-
tected by the dpd].”

The balancing test in Article 7(f) provides particular flexibility in practice for the
private sector. It does not require controllers to conduct the balancing in a trans-
parent manner, making it hard to challenge for data subjects (Bits of Freedom
2012).

Article 7(a) provides for the legitimate ground that “the data subject has unambig-
uously given his consent”, which is increasingly portrayed as the primary legiti-
mate ground for the processing of personal data. In early data privacy laws in
Europe, the consent of the data subject played a more limited role (Kosta 2013:
383-384; Fuster 2014: 137). The dpd and even more so the proposals for the gdpr,
however, placed increased emphasis on consent, connecting to the understanding
of data privacy as control over one’s personal data (Westin 1970; European Com-
mission 2012). The new fundamental right to the protection of personal data in the
eu Charter (Article 8) also gives consent a central role (Fuster 2014: 204).

Still, the function of consent remains limited to the legitimate ground test. The
other requirements in the dpd or the gdpr are not dependent on the consent of
the data subject, including that personal data are only processed fairly,
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transparently, for compatible specific explicit purposes, stipulated from the time of
collection, that controllers respect data subject’s rights to access, correction and
deletion, all of which are subject to oversight by the Data Protection Authorities.

To summarize the above and its consequences for the regulation of the collection
of personal data, the dpd regulates the processing of personal data from the
moment of collection, but it does not regulate collection in the sense that it strictly
prevents the collection of personal data. Except for the processing of sensitive data,
the dpd does not prohibit personal data collection and further processing, but pla-
ces it under many flexible general conditions, many of which are procedural.

Thus, the general dpd regime for the processing of personal data can best be char-
acterized as ‘yes, you can collect and process personal data as long as.’ In sum, we
may have to answer Koops’s remarks about data minimization cited in the intro-
duction with the conclusion that the current European model was never designed
to prevent the ‘development of massive databases or the advent of the Big Data era’
(Koops 2014). It merely aimed to put some reasonable conditions on the collection
and processing of personal data, including that they are collected for acceptable
purposes. This does not mean that there is no data minimization principle. It just
means that this principle does not stand in the way of legally permissible large-
scale personal data processing activities.

To illustrate this, a data controller can easily maximize the amount of personal data
it can legally collect and use by stipulating a large variety of data processing purpo-
ses that it is ready to defend as legitimate on the basis of Article 7 dpd. For data-
intensive services or organizations, this would amount to a long list of data pro-
cessing purposes, ranging from specific legal requirements to monitoring of fraud
and abuse, monetization and the offering of specific personalized service features.
It would indeed be a stretch, therefore, to argue that a strict principle of data mini-
mization exists in the current regime. Clearly, the available legitimate grounds can
flexibly cover a large range of reasonable processing purposes that private and pub-
lic sector data controllers tend to be involved in.

The dpd regulates the use of personal data by requiring that the further use that is
made of personal data is compatible with the specific, explicit and legitimate pur-
poses for which the data were collected. As mentioned, the further use of personal
data for historical, statistical or scientific purposes is not generally considered
incompatible and permitted as long as appropriate safeguards have been applied.
Another specific example of use regulation in the dpd is the provision on automa-
ted decision-making in Article 15. This provision reads as a prohibition of deci-
sions with regard to data subjects that are solely based on processing of personal
data that produce legal effects or significantly affect her or him. The dpd further
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gives data subjects the right to obtain “knowledge of the logic involved in any
automatic processing of data” in such uses of personal data. The gdpr text on pro-
tection against profiling in Article 20, discussed above, is based on Article 15 dpd.

The legislative documents relating to the gdpr showed a general willingness to
relax the existing restrictions on the further use of personal data once they have
been collected. The ec proposal explicitly includes the principle that personal data
be “limited to the minimum necessary in relation to the purposes for which they
are processed” (Article 5(c), replacing the ‘not excessive’ language from the dpd in
Article 6 (European Commission 2012). Some might conclude from this that the
ec aims to strengthen the data minimization principle, but whether this is the case
depends on the interpretation of necessity and legitimate purpose. More impor-
tantly, the ec proposes that processing for incompatible purposes would be
allowed in the future, outside of the existing exceptions, as long as consent would
be obtained or the incompatible processing could be based on another legitimate
ground for processing (European Commission 2012, Article 6(4)). As noted by the
edps, this proposal would open up “broad possibilities for re-use of personal data
in particular in the public sector” and would blur the distinction between the
cumulative requirements of purpose limitation and legitimate ground for process-
ing of personal data (edps 2012: 123). It also places the requirement that “purposes
should be explicit and legitimate and determined at the time of the collection of
the data” in a new light (European Commission 2012, Recital 30). The European
Parliament proposes to delete the proposed Article 6(4), staying closer to the cur-
rent regime (European Parliament 2014).

The Council’s General Agreement went a step further than the Commission in
relaxing restrictions on incompatible use. It proposed that “further processing for
incompatible purposes on grounds of legitimate interests of the controller or a
third party shall be lawful if these interests override the interests of the data sub-
ject” (Council 2015, Article 6(4)). Moerel and Prins argue in favour of these propos-
als by the Council and conclude that it is “the only feasible way to guarantee a
future-proof mechanism” (Moerel and Prins 2015). The edps (edps 2015),
the Article 29 Working Party (Article 29 Working Party 2015a) and a large coalition
of civil society organizations (McNamee 2015) warned against the further erosion
of purpose limitation and the use of this balancing test to sanction uses of data
incompatible with the purposes for which they were collected.

The Dutch Government anticipated this possible relaxation of purpose limitation
in its exploratory proposals for a Framework Act for data-driven collaborations in
the public sector. This Framework Act aims to provide the necessary legal basis for
collaboration between different entities to exchange personal data, even if the
resulting exchange would be incompatible with the purposes for which the respec-
tive agencies had collected them (Kaderwet 2015: 12). A specific use that the law
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would facilitate is combining data sets to develop risk profiles and apply these to
the respective data sets. In addition, it would override confidentiality require-
ments and other provisions in specific public sector data processing regulations
limiting the sharing of personal data with other entities, including private parties.
As the exploratory report states:

“With respect to disclosure for such collaborations, the confidentiality requirements in
these sectorial laws focus on ‘no, unless’. A framework act could tilt this paradigm to ‘yes,
unless’” (Rapport Verkenning Kaderwet 2014: 34).

Notably, without the changes to the possibility of further processing for incompat-
ible purposes, as included in the ec proposal and the Council’s General Agree-
ment, this proposed regime in the Netherlands would be incompatible with Euro-
pean Law.

The ongoing enforcement actions of national data protection authorities with
respect to Facebook and Google can help to illustrate the current regime for the
private sector in Europe. When we review the available documents, it becomes
clear that for purpose limitation to function as a meaningful check on personal
data processing activities, it is essential that controllers be specific enough about
their actual data processing purposes. Otherwise, it is impossible for regulators to
make an assessment of the legitimate ground as well as the restriction on further
processing for incompatible purposes. However, not unlike many other data con-
trollers, Google and Facebook communicate about their purposes for the process-
ing of personal data in vague general terms and appear to formulate those purposes
in a way to optimize their legal space for the combination and further use of data,
once collected. Consider the conclusion form a recent study from the University of
Leuven for the Belgian Privacy Commission with respect to Facebook:

“Overall, Facebook’s revised [Data Use Policy] signals the company’s data use practices in
a more prominent way. In this regard, Facebook seems to have taken an important step
forward. However, the uses of data are still only communicated on a general and abstract
level. Much of the [Data Use Policy] consists of hypothetical and vague language rather
than clear statements regarding the actual use of data” (Van Alsenoy et al. 2015: 10).

With respect to Google, the Dutch Data Protection Authority explains in its 2013
report that it “has distinguished four actual purposes, and ascertained that these
are so vague or broad that during the collection process they cannot provide any
framework against which it can be tested whether the data are necessary for that
purpose or not.” At the end of 2014, the Dutch dpa decided to impose a cease and
desist order on Google, partly based on the following conclusion:

“Google acts in breach of Article 7 of the Dutch Data Protection Act, which proscribes
that personal data are collected for specific and legitimate purposes, because the evaluated
purpose specifications in the Google Privacy Policy and the newly mentioned purpose by
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Google of ‘the provision of the Google Service’ are not well defined and insufficiently spe-
cific and because Google does not have a legitimate ground for the processing of the per-
sonal data for the assessed four purposes” (Dutch Data Protection Authority 2014).

In other words, even after enforcement pressure, Google and Facebook have not
yet been willing to disclose specific enough information about their processing
purposes for purpose limitation to fulfil its designated role. Notably, these data
controllers do not choose the strategy of formulating a long list of purposes, as dis-
cussed above, but a more problematic strategy of formulating a small set of vague
broad purposes, shielding their specific data use practices from a thorough legiti-
macy assessment by data subjects and regulators. In other words, the purpose limi-
tation principle may already have to be taken with a grain of salt in practice.
This may partly be explained by the lack of enforcement powers and capacity,
which the gdpr revisions aimed to address. At the same time, however, the gdpr
could provide more flexibility to the changing and reformulation of purposes, as
discussed above, making the impact of the gdpr on these practices difficult to
assess.

To conclude this section on collection and use in the European data privacy con-
text, it is worth discussing the case of mandatory retention of electronic commu-
nication data. This phenomenon exists on the interface of private and public sector
personal data collection practices and raises particularly interesting questions with
respect to the question of collection and use in data privacy regulation. Specifi-
cally, the recent judgment of the Court of Justice of the European Union (cjeu) in
Digital Rights Ireland, in which it struck down the Data Retention Directive
(drd), provides some guidance on the position of collection and use in an assess-
ment related to the fundamental rights to private life and the protection of per-
sonal data (cjeu 2014). More generally, this judgement illustrates the significance
of the eu Charter for the protection of data privacy in the European legal order.

Data retention fits in a wider trend in which governments optimize their ability to
exercise power and control on the basis of private sector data (Prins et al. 2011:
96-97). In the Netherlands, for instance, a series of laws have been put in place that
facilitate access by law enforcement authorities to any type of data held in the pri-
vate sector.4 These laws build on the exception to purpose limitation in Article 13
dpd, making it possible that data collected for the purpose of providing a commer-
cial service end up being used in criminal investigations. Dutch criminal proce-
dural law provides for lawful access by law enforcement to almost any kind of per-
sonal data held by others if the data are relevant to an ongoing investigation. Only
in cases of sensitive data is there a need for a check by a judicial authority
(Van Hoboken 2006).
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Agencies other than law enforcement, such as the Dutch Tax Administration, have
considerable data collection powers as well, as illustrated most recently in the
debate over lawful bulk collection of data of an automated parking service, sms
Parking (Court of Appeals Den Bosch 2014). Once collected by the Dutch Tax
office, these data also become available to Dutch law enforcement and intelligence
agencies (Martijn 2014). Recent proposals for a new Dutch law for the intelligence
agencies provide for broadened powers to gather data from private and public sec-
tor entities, including bulk and direct access (Ministerie van Binnenlandse Zaken
2015, Artikel 22). Finally and unfortunately, the shadow of government access to
private sector data does not limit itself to national borders. Internationally operat-
ing companies can be approached by government agencies abroad to access data of
individuals residing elsewhere, regardless of legal process and substantive require-
ments in their proper jurisdictions (see Van Hoboken et al. 2013).

The drd went one step further than laws facilitating mere government access,
by requiring that electronic communications traffic and location data would con-
tinue to be stored, even if the data were no longer necessary for private sector pur-
poses, for a period between 6 and 24 months. The basic rationale of data retention
is that data should be retained to ensure their availability to public authorities, in
case the respective data should be relevant to a future investigation. Thus, data
retention legitimizes collection in view of potential future use, putting additional
stress on the purpose limitation principle.

The cjeu invalidated the drd in its Digital Rights Ireland judgment because of its
incompatibility with the Charter.5 The cjeu established that the directive’s reten-
tion obligation amounted to a wide-ranging and particularly serious interference
with Articles 7 and 8 of the Charter. The cjeu did not consider the essence of the
rights affected as the directive did not apply to communications content (Article 7
Charter) and imposed obligations to implement measures “against accidental or
unlawful destruction, accidental loss or alteration of the data” (Article 8 Charter).6

The cjeu subsequently concluded that the “retention of data for the purpose of
allowing the competent national authorities to have possible access to those data,
as required by Directive 2006/24, genuinely satisfies an objective of general inter-
est”(par. 44).

The Court’s invalidation of the Directive was the result of its application of a strict
proportionality test, in which it observed a general lack of limitations, exceptions
and possible safeguards in the drd. The cjeu noted specifically how the directive
affected ‘all persons using electronic communications services’ and applied ‘even
to persons for whom there is no evidence capable of suggesting that their conduct
might have a link, even an indirect or remote one, with serious crime’ (par. 58).

f r o m  c o l l e c t i o n  t o  u s e  i n  p r i v a c y  r e g u l a t i o n ?  a  f o r w a r d - l o o k i n g  c o m p a r i s o n
o f  e u r o p e a n  a n d  u s  f r a m e w o r k s  f o r  p e r s o n a l  d a t a  p r o c e s s i n g 2 4 1



In addition, it signalled that it would expect a much more granular legitimation for
the retention of the relevant data in terms of its likely possible use, noting that the
directive did:

“not require any relationship between the data whose retention is provided for and a
threat to public security and, in particular, it is not restricted to a retention in relation
(i) to data pertaining to a particular time period and/or a particular geographical zone
and/or to a circle of particular persons likely to be involved, in one way or another, in a
serious crime, or (ii) to persons who could, for other reasons, contribute, by the retention
of their data, to the prevention, detection or prosecution of serious offences” (par 59).

These considerations place any general data retention mandate (regarding personal
data that is particularly revealing with respect to the private life of individuals) in a
suspect light, as such general data retention laws precisely follow the logic that
they allow these links to be established after the potentially useful data has been
collected. What is at issue, therefore, in the Court’s perspective on the fundamen-
tal rights to privacy and the protection of personal data, is the mere collection and
retention of the data.7

9.3 collection and use in the united states

us privacy law is a fairly complicated area of legal doctrine, consisting of a combi-
nation of specific privacy torts, sectoral and state level data privacy laws for the
private sector as well as a number of public sector related privacy laws, including
the Privacy Act and legal rules relating to government access to data and commu-
nications. In contrast to the European omnibus data privacy law model, us data
privacy law is characterized by a sectoral approach to legislating modern data pri-
vacy issues (including through self-regulation) as well as the adoption of informa-
tion privacy law at the State level. An initial omnibus bill for the public and private
sector was introduced in 1974, but not adopted (Schwartz 2009: 910-913). Instead,
Congress adopted the federal Privacy Act for the public sector and a series of sec-
toral laws for the private sector, including the Fair Credit Reporting Act (fcra) of
1970, the Family Educational Rights and Privacy Act of 1974, the Right to Financial
Privacy Act of 1978 and the Video Privacy Protection Act of 1988. Discussions to
adopt some form of omnibus protection of information privacy remain ongoing

most recently a Consumer Privacy Bill of Rights was proposed by the White
House  but have been unsuccessful until now.

In comparison with Europe, whose approach is often characterized in the us as an
approach seeing privacy as a fundamental right, relevance of constitutional privacy
safeguards in the us is relatively limited. The us Constitution does not recognize a
general fundamental right to private life or a right to protection of one’s personal
data, but several provisions in the us Bill of Rights protect certain elements of a
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more fundamental right to privacy. us legal doctrine generally does not recognize
the existence of positive state obligations to protect or establish horizontal effect
of constitutionally protected rights of individuals.

The First Amendment can entail protection of certain personal data against
government collection, if such collection would interfere with the First Amend-
ment’s protection of freedom of speech and freedom of association (Strandburg
2008; Solove 2010). The Fourth Amendment protects against unreasonable
searches and seizures, requiring the issue of a warrant on probable cause. Arguably,
this is a stricter requirement than the flexible proportionality test required by Arti-
cle 8 echr or the eu Charter.

A reason for increased attention to the implications of the First Amendment for
government surveillance is that the Fourth Amendment provides only a weak
check on government data collection practices. The protection of the Fourth
Amendment against government surveillance is limited in several respects by the
case law of the us Supreme Court, most notably by the so-called third-party doc-
trine. Under an aggressive interpretation of this doctrine, individuals generally do
not enjoy the protection of the Fourth Amendment for information held by or
turned over to third parties. In a world of Big Data and comprehensive sets of per-
sonal data relating to all aspects of social and economic life, the doctrine severely
restricts the Fourth Amendment’s impact on the us government’s personal data
collection practices. Although this strict interpretation of the third-party doctrine
is still widely defended in us scholarship (see e.g., Kerr 2009), a growing body of
legal scholarship and judicial opinions, Justice Sotomayor’s concurrence in us v.
Jones in particular, points towards a more nuanced answer to the question of rea-
sonable expectations of privacy in records held by third parties (Strandburg 2011;
Baer 2014).

If we take a look at the third-party doctrine from the perspective of the collection
versus use debate, a number of observations can be made. First, the third-party
doctrine entails an interpretation of the Fourth Amendment’s focusing almost
exclusively on the (initial) collection of data as the relevant issue. Once data has
been disclosed to third parties, Fourth Amendment protection is no longer appli-
cable, on the rationale that it implies consent (Kerr 2009: 565). In the face of such
reasoning, the idea that collection of data should no longer be the law’s focus in
protecting the right to privacy is unpersuasive. If anything, a continued adherence
to the third-party doctrine means that collection of one’s data by a third party is
precisely something to worry about because collection implies the loss of constitu-
tional protection. The alternative to such protection is for the us legislature to
adopt statutory protections that afford privacy protections against unrestrained
government collection. Such statutory protections do exist for some specific
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categories of information held by third parties. Examples are the Right to Financial
Privacy Act adopted in response to Miller and the Pen Register and Trap and Trace
Devices Statute adopted in response to Smith.

In the consumer privacy context, the Federal Trade Commission has used its
authority with respect to unfair and deceptive business practices to develop an
increasingly robust information privacy doctrine at the federal level (Solove and
Hartzog 2014). The ftc has been the dominant federal agency involved in address-
ing privacy issues in the online context through self-regulatory initiatives and has
authority to oversee and enforce an increasing number of privacy regulations.
Indeed, the ftc has become the de facto Data Protection Authority in the us for
the consumer privacy context (Solove and Hartzog 2014): first, it has applied the
unfair and deceptive business practices to personal data collection and use.
Second, it has recommended various versions of the Fair Information Practices to
shape self-regulatory initiatives to address privacy issues in different sectors of
commerce, including online advertising and data brokerage. Finally, it has enforced
statutory laws, including the fcra, the Safe Harbor Agreement with the eu,
and the Children’s Online Privacy Protection Act (coppa).

In its self-regulation initiatives, the ftc has been influenced by the framework of
Fair Information Practice Principles, notice and choice in particular, but it has not
strongly endorsed a collection limitation or purpose specification and limitation
principle.8 A set of five Fair Information Practice Principles (fipps) were first pro-
posed in the 1970s by the Department of Health Education and Welfare and inclu-
ded the principle that: “there must be a way for a person to prevent information
about the person that was obtained for one purpose from being used or made avail-
able for other purposes without the person’s consent” (us Department of Health
1973). An international version of the fipps was developed in the oecd context
and consisted of eight principles, including the ‘collection limitation principle’
and the ‘purpose specification principle’. These principles do not appear in recent
ftc recommendations, such as the slimmed-down set of four fipps for online pri-
vacy (Strandburg 2014: 6-8), with only the two core principles (notice and choice)
having implications for data collection and use:

1. Notice: Websites would be required to provide consumers clear and conspicu-
ous notice of their information practices, including what information they col-
lect, how they collect it (e.g., directly or through non-obvious means such as
cookies), how they use it, how they provide Choice, Access, and Security to
consumers, whether they disclose the information collected to other entities,
and whether other entities are collecting information through the site.
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2. Choice: Websites would be required to offer consumers choices as to how their
personal identifying information is used beyond the use for which the infor-
mation was provided (e.g., to consummate a transaction). Such choice would
encompass both internal secondary uses (such as marketing back to consum-
ers) and external secondary uses (such as disclosing data to other entities).

ftc privacy doctrine does provide some regulatory tools to prevent data from
being used for new unexpected purposes. In this regard, the establishment of the
notice principle (in self-regulation in combination with statutory and Safe Harbor
requirements on privacy policies and notification) has had positive synergies with
the ftc’s deception standard. Once the practice of privacy policies was estab-
lished, the deception standard allowed the ftc to take action against misrepresen-
tations about the use of data. Furthermore, the ftc’s doctrine of deception has
moved beyond policing broken promises. It now also includes “a general theory of
deception in obtaining personal information and deception due to insufficient
notice of privacy-invasive activities” (Solove and Hartzog 2014: 627-638).

Notwithstanding the progress the ftc has made in establishing a more robust data
privacy regime in the us, filling the large legal gaps left by sectoral statutory law,
the notice and choice regime of privacy self-management has been widely criti-
cized for being ineffective, for overburdening individuals and for being a proce-
dural sidestep on substantive questions about the legitimacy of personal data pro-
cessing (see e.g., Solove 2013; Barocas and Nissenbaum 2014). In practice, the
choice principle is a weak form of consent with respect to personal data processing
and is generally satisfied by giving some opt-outs or a simple ‘take it or leave it’
option. As Grimmelmann has summarized recently, pointing to more general
issues with respect to terms of service and contract law:

“Any attempt to empower consumers – think ‘notice and choice’ in privacy law – ends up
tossing a few more shovelfuls of disclosure onto the contractual dung heap. Now con-
sumers have ‘notice’ of the practice regulators want them to know about. But their
‘choice’ is emptier than ever” (Grimmelmann 2015).

There remains a large area of data collection and use untouched by the doctrines
and laws mentioned above, including data collected and used in the absence of
interactions with data subjects in commercial relations. This largely unregulated
area of personal data processing can be illustrated with a short discussion of the
phenomenon of data brokers and the attempts of the ftc to impose some checks
and balances on this multibillion dollar industry involved in the collection, profil-
ing and sale of personal data (ftc 2014). Data brokers, such as the Acxiom com-
pany, collect personal data from a variety of sources, including government
records, publicly available sources, including (new) media, and commercial sources
of data (including other data brokers). Acxiom reportedly has 3,000 data segments
for nearly every us consumer (ftc 2014: 6). Data brokers sell their data for use in
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(personalized) marketing as well as for profiling and risk assessment in the private
and public sector. Outside specific areas of activity regulated by the fcra, the col-
lection and use of this information mostly remains a matter of contractual agree-
ments between data sources, data brokers and further users, with minimal levels of
transparency and accountability towards data subjects and society more generally.

As the ftc mentions in its study, there are but few laws that regulate the use of
certain public records by data brokers, such as state laws that restrict the use of
voter registration records for commercial or non-election-related purposes (ftc
2014: 12). Additionally, use restrictions are sometimes made part of contractual
agreements by government sources of data:

“[C]ertain federal or state laws or agencies require a written agreement affirming that the
data broker will only use the data for a specified purpose. Sources may also prohibit data
brokers from reusing or reselling the data without permission; decoding or reverse engi-
neering the data; illegally or illicitly using the data; and using the data in violation of the
fcra, Gramm-Leach-Bliley Act (glba), hipaa, or Children’s Online Privacy Protection
Act (coppa)” (ftc 2014).

The Fair Credit Reporting Act has been mentioned as an example of use-based reg-
ulations of personal data; it regulates certain uses of consumer credit information
by Credit Reporting Agencies (cras). Specifically, the fcra establishes data pro-
tection standards for the issuing of consumer credit reports, i.e. personal data that
is collected and combined to evaluate credit, insurance or employment eligibility.
It imposes transparency obligations and data subject rights of access and correc-
tion and requires that cras “follow reasonable procedures to assure maximum
possible accuracy of the information concerning the individual about whom the
report relates” (15 u.s.c. § 1681e, (b)). The fcra also contains obligations to sup-
press certain information from consumer reports and requires that cras take
measures to ensure that information from credit reports is not used for purposes
other than the purposes for which it was requested. When cras comply with the
fcra’s safeguards, they are shielded from liability.

When taken as an example of use-based regulation, the fcra cannot be considered
a resounding success. Hoofnagle concludes that

“[c]onsumer reporting shows us that while use-based regulations of Big Data provided
more transparency and due process, they did not create adequate accountability. Indeed,
despite the interventions of the fcra, consumer reporting agencies (cras) remain noto-
riously unresponsive and unaccountable bureaucracies” (Hoofnagle 2013).

The fcra singles out a set of data usage in the data broker industry for stricter reg-
ulation. Unsurprisingly, the particular scope of the fcra is contested and the sub-
ject of active litigation. Recently, the us Supreme Court has granted certiorari in a
case in which a people search engine Spokeo was confronted with a class action law
suit alleging violation of the fcra.9 The case, which currently revolves around the
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initial question of standing in information privacy laws like the fcra, also illus-
trates the issues that arise from singling out the use of certain information by
certain actors for stricter regulation. Spokeo disputes that it can be considered a
cra and warns visitors to its website that “none of the information offered by
Spokeo is to be considered for purposes of determining any entity or person’s eli-
gibility for credit, insurance, employment, or for any other purposes covered
under fcra” (Spokeo 2014).

Finally, a use-based regulatory approach through statutory laws may run into
First Amendment troubles. Several lawsuits have argued, unsuccessfully until
now, that the fcra imposes restrictions on the use of data in violation of the
First Amendment or that use restrictions on data could be ignored on the basis of
the First Amendment (Hoofnagle 2014). These interpretations of the First Amend-
ment typically follow a line of argument presented by Bambauer as ‘data is speech’.
Not only ‘traditional forms of communication (utterances, journals, movies, and
the like)’ should be protected, but also the gathering and processing of data more
generally because of the First Amendment aims to protect against interferences
with the creation of knowledge (Bambauer 2013).

In sum, us law provides for less strict collection limitation in comparison to the
European framework in the commercial sphere. It has a number of sectoral laws
that regulate certain uses of personal data, such as the fcra, but these approaches
have their limitations. Notably, us law does not legally require a legitimate basis
for the processing of personal data. ftc privacy doctrine in combination with pri-
vacy policy requirements provides some check on the use of personal data for new
purposes through the notice and choice framework. This check, which advocates
of use-based regulations of personal data consider outdated in a world of Big Data,
is already inapplicable to a mature multibillion dollar industry, which provides a
good chunk of the data collection and analytics machinery to a world relying on
Big Data. Within this industry, use regulation does play a role, but primarily
through contractual agreements between data sources and users, including provi-
sions that existing statutory use limitations will be respected downstream.

9.4 from collection to use?

The classic informational self-determination rationale for information privacy reg-
ulation is that the collection of personal data enables the exercise of power and can
have chilling effects on individual freedom and behaviour, effects which should
not only be assessed in terms of the impact on specific individuals but also in view
of the values of pluralism and democratic self-governance.10 This rationale, which
is specifically tied to the collection of personal data, is widely accepted in European
data privacy jurisprudence and affirmed in fundamental rights case law, including
the famous census decision of the German Constitutional Court (bverfG 65, 1
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1983) and the Court of Justice of the eu (Digital Rights Ireland par. 28). Individuals
may be worried about the collection of data about them and about the purposes for
which these data would be used. Personal data, once collected, could be used in
ways that are unfair or make their lives more difficult.

While recognizing that there are legitimate reasons for organizations to collect and
use data, data privacy law aims to provide the legal conditions for a negotiation to
take place on the question whether the collection of certain data for certain purpo-
ses is indeed legitimate and restricts the use of data for other, incompatible purpo-
ses. In the European context, this question of legitimacy involves either the exis-
tence of informed consent or a proportionality test in view of the fundamental
right to privacy and the protection of personal data. In the us context, legitimacy
is generally not dependent on a legal test as stipulated in the dpd, and in the con-
sumer privacy context the emphasis has been placed on notice and a weak form of
consent, i.e. choice.

As a political project, data privacy law and policy has been centrally concerned
with shoring up public trust in the way organizations process personal data
(as well as trust in information technologies and services), focusing in particular
on the foreseeability of data-processing outcomes (Bygrave 2002: 107-112). This
foreseeability, which is also a requirement for interferences with fundamental
rights in the European context, is specifically promoted through the principles of
purpose specification and limitation. The argument for use regulation generally
implies that this negotiation on legitimacy would no longer take place at the
moment of collection in terms of purposes in a way that restricts the further use of
the data collected. When the question of legitimacy shifts to the question whether
some defendable use could be made of personal data in the future, however, much
personal data collection easily becomes legitimate in a world of Big Data. It is hard
to see how such a framework will provide for the foreseeability of data processing
in a similar manner. It would put oil on the slippery slope of data collection and
unpredictable further use instead.

As discussed with reference to data retention in Europe and the third-party doc-
trine in the us, a specific rationale for considering the mere collection of data by
organizations as a fundamental privacy issue is that collection in the private sector
implies the possible collection and use by government agencies for purposes of law
enforcement and national security. Data privacy rules typically provide for excep-
tions to the principle of purpose limitation for such government collection purpo-
ses. It does not matter for which purposes the data was collected in the private sec-
tor context. When a law enforcement agency fulfils the statutory requirements for
collecting the relevant data, government access can generally take place. This pla-
ces data collection by other organizations in a particular light that cannot be
undone by use-based regulations. In fact, the Snowden revelations have made
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people and organizations more acutely aware of this reality than ever. In fact, cer-
tain industry players are adopting encryption schemes that prevent certain forms
of government access from taking place. This shows that increasing trust by limit-
ing data collection through technical means is a viable strategy for the private sec-
tor, in the absence of better safeguards against government collection
(Van Hoboken and Rubinstein 2014).

In a way, it almost appears as if the advocates of use-based regulation (as an alterna-
tive to the regulation of collection of personal data) believe that the concerns of
individuals with respect to mere collection will miraculously disappear and that
European constitutional judges will eventually overturn their reasoning about
data collection and fundamental rights. Considering the increased importance of
personal data processing in all facets of society and the increased benefits as well as
risks for data subjects, this seems both an unreasonable expectation as well as an
undesirable way forward. Instead, it seems more reasonable to expect that more
guarantees will be needed instead of less, to ensure the respect for information pri-
vacy and the continued trust in information technologies in a world in which any
piece of data that is collected can end up being used for any purpose. In sum, to the
extent that the advocacy of use regulation can be characterized as a deregulatory
agenda (Hoofnagle 2014), such advocacy is unconvincing.

The criticism of the notice and choice requirement by use-based regulation advo-
cates can be considered in this light as well. The argument that notice and choice
puts unrealistic and undue burdens on individuals is actually quite convincing.
But what conclusions should be drawn from this criticism? First and foremost, the
conclusion would be that notice and choice is, for the most part, not a convincing
mechanism for determining the legitimacy of data processing activities and that
alternatives for establishing this legitimacy are needed. Nissenbaum’s theory of
privacy as contextual integrity is centrally concerned with establishing such an
alternative, in which consent plays a much more limited normative role. Instead,
objective information privacy norms should be derived from context-depended
values, norms and expectations with respect to personal information flows (Nis-
senbaum 2009). In this theory, privacy:

“is a right to live in a world in which our expectations about the flow of personal informa-
tion are, for the most part, met; expectations that are shaped not only by force of habit and
convention but a general confidence in the mutual support these flows accord to key
organizing principles of social life, including moral and political ones” (Nissenbaum
2009: 231).

European data protection law, although increasingly preoccupied with informed
consent as the primary legitimate ground, entails a theory of legitimate grounds
that allows substantive, objective assessments of legitimacy to take place.
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The debate about collection and use also illustrates a fundamental tension at the
basis of privacy and data protection laws, i.e. the tension between privacy as a right
to be let alone, on the one hand, and privacy as the fair data-driven treatment of
individuals, on the other. The tension can be illustrated with a simple small data
example. Article 41 of the Dutch Data Protection Act gives individuals the right to
object to the processing of their personal data for marketing purposes. A paradoxi-
cal situation emerges for people requesting the deletion of their data from a spe-
cific organization. Instead of their request leading to deletion from the marketer’s
databases, their data now ends up being lawfully included in the marketer’s objec-
tors file (Court of Appeals Amsterdam 2011). This file will help ensure the person
will no longer receive marketing messages. But from the perspective of privacy as a
right to be let alone, this solution is unsatisfactory as it would require the marketer
to stop processing the person’s data altogether.

A more general version of this tension emerges when one recognizes that the fair
data-driven treatment of individuals may have to involve the processing of addi-
tional data to ensure that no undue or unfair treatment takes place. In their discus-
sion of Big Data and discrimination, Barocas and Selbst explain that protection
against undue discrimination in data mining may sometimes necessitate the col-
lection of more data (Barocas and Selbst, forthcoming). Van der Sloot has argued
for data minimummization (instead of minimization), proposing that a minimum
of data is collected, stored and clustered, in particular metadata establishing the
context of the data, to ensure fair personal data processing through knowledge dis-
covery (Van der Sloot 2011). Interestingly, these arguments seem to imply that pur-
pose specification and limitation would be more important than ever because the
legitimacy of such additional data collection in view of fair treatment of data sub-
jects can be much more easily established if the data is only and specifically used
for the promised beneficial purposes.

Within boundaries, it is appropriate that data privacy laws allow for the collection
and use of additional data to ensure fair data-driven treatment. At some point,
however, the argument for more and richer data for a better world will cease to be
convincing. For instance, it would be hard to accept the bulk collection of large
troves of personal data simply to ensure that no innocent people are convicted of
crimes. While some Big Data enthusiasts may embrace the value of bad and messy
data (Hoofnagle 2013: 5), this can hardly mean that data privacy law should simply
allow the processing of incorrect data, undoing the principle of information qual-
ity in data privacy altogether.

The collection and use debate may be best summarized as being about establishing
new frameworks for determining the legitimacy of large data processing infra-
structures. Considering the historical role of data protection law, it is also about
establishing new frameworks for achieving general societal acceptance for personal
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data processing taking place in the private and public sector. The use-based regula-
tion approach would not only radically shift the balance between competing legal
principles underlying the right to privacy as a right to be let alone towards the fair
and legitimate processing of personal data. In the process, it would also erode the
legitimacy assessment currently in place for the processing of personal data, appli-
cable from the moment of collection. What would take centre stage are require-
ments for data security, transparency and enforcement of any measures the data
controller has taken to ensure the data is only used in the ways it has considered
legitimate. What would be left out are legitimate political, social and moral con-
cerns about the ways in which the collection of personal data shapes and affects
people’s lives from the moment of collection.

The discussion of European data protection law and the gdpr proposals show that
some shift in this direction is not unlikely. Specifically, the gdpr, as adopted, is
likely to end up providing more flexibility for the re-use of data for purposes
incompatible with the purposes established at the time of collection. This remains
controversial and problematic in view of the continued Commission’s assertions
that the gdpr would not undermine the level of protection established by the dpd
(MacNamee 2015). A complete reorientation of European data protection to regu-
lating use seems unlikely, however, for a number of reasons. First, as discussed at
the beginning of this section, concerns about the collection of personal data
remain at the heart of the fundamental right to privacy in European constitutions
and the eu Charter. A strong reorientation would make data protection rules
incompatible with the fundamental rights framework, creating constitutional tur-
bulence for decades to come. Second, the omnibus character of European data pro-
tection law and its hostility towards exceptions has a strong political and institu-
tional link with the project of European integration (Schwartz 2009). It is unlikely,
therefore, that essential areas of data processing activities (collection) will be
deregulated at the European level.

A use-based regulatory approach to data privacy is more easily compatible with us
privacy law. us law already contains various examples of use-based regulation and
lacks a general principle of collection limitation, but there are some hurdles.
First, use-based regulation would no longer apply the principle of notice and
choice at the moment of collection as the primary assessment for establishing
legitimacy of data processing in the consumer privacy context. Considering the
deep-rooted ideological attachment to the idea of privacy self-management, this
transformation could prove to be a difficult and long process. Second, us constitu-
tional law continues to entail the principle, although increasingly controversial,
that data collected by third parties generally loses its fourth amendment protec-
tion in view of government collection. From a European perspective, the absence
of a comprehensive regulatory framework for the activities of data brokers can
easily serve as an example of what not to like in use-based regulation. Under us
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law, data brokers can collect, combine, analyse and sell their data largely without
any transparency and accountability. Use regulation exists, but mostly as a form of
contractual agreements between the sources of data and their subsequent users.

It appears fair to assert that underlying use-based regulation advocacy is the belief
that the commercial and societal value present in large data collections is too great
to continue restricting the lifecycle of personal data. What the proliferation of data
analytics in almost every aspect of society means, however, is that there is more
rather than less at stake for people than in the 1970s, when these principles were
adopted in the face of mounting public pressure and privacy concerns. And much
is at stake from the moment of collection, including the abuse of data, data ending
in the wrong hands, old and new unpredictable forms of unfair treatment and dis-
crimination and a general exacerbation of power imbalances. In other words, the
real challenge is not to weaken existing protections but to find new ones that give
new interpretations to the right to privacy in the digital age.

An ongoing orientation of data privacy law as being concerned with establishing
restrictions on the collection of data, including the principle of purpose limitation
functioning from the moment of collection, does not imply that use-based regula-
tion does not deserve the attention of scholars and regulators. It simply means this
should not be seen as an alternative, but rather as a complementary regulatory
strategy to ensure fairness and justice in Big Data analytics. Both sides of the
debate about collection or use regulation should be able to agree that the challenges
of data analytics for the effective protection of data privacy are substantial.
Amongst the most challenging may be the fact that the personal data of others may
be as significant as one’s own data due to predictive analysis and uses (Barocas and
Nissenbaum 2014). A convincing answer to this challenge, however, still needs to
be developed.

9.5 conclusion

This article has looked at the collection versus use debate from a comparative per-
spective. Specifically, it has looked at the question of the current and future posi-
tion of the principle in data privacy law that personal data should only be collected
and further processed for specified and legitimate purposes, established at the time
of collection of the data. And it has looked at the question whether use-based reg-
ulation can be seen as an alternative for regulation focused on limiting data pro-
cessing from the moment of collection of personal data, considering the rationales
for such regulatory approaches.

Ultimately, the collection versus use debate centres on the question of how to
establish legitimacy for the processing of personal data. As the frameworks for
establishing such legitimacy in Europe and the us are different in various regards,
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the use versus collection debate plays out differently in these legal contexts.
In general, the European framework is characterized by regulation of all personal
data processing from the moment of collection of personal data. The us frame-
work is primarily focused on addressing specific (perhaps the most egregious) data
privacy issues, while leaving much to other than legal mechanisms. These differ-
ences notwithstanding, the article concludes that there are significant hurdles to
refocusing data privacy law towards use-based regulation on both sides of the
Atlantic. In Europe, the existing fundamental rights framework is one of these
hurdles as well as the omnibus approach to data privacy regulation. In the us, the
ideological attachment to notice and choice, a weak form of consent, as well as the
third-party doctrine, stand in the way of the radical reorientation proposed by
use-based regulation advocates. In addition, the existing experiences with use-
based regulation in the us context can hardly be described as a resounding success.

At the core of the debate about collection and use-based approaches to data privacy
is an inherent tension between different legal interpretations of the right to pri-
vacy, with the right to privacy as a right to be let alone, on the one hand, and the
right to the fair processing of personal data, on the other. Data privacy law will
have to come to grips with this inherent tension and find ways to respect both
rights without undoing either one of them. The most productive way to address
this tension would be to see use-based regulation not as an alternative to regula-
tion of collection, but as a complimentary regulatory strategy that can help address
some of the new challenges to privacy inherent in the possibilities of large-scale
data analytics.
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notes

1 The gdpr proposals were made by the European Commission in January 2012 (European

Commission 2012). The European Parliament adopted its position in first reading in

March 2014 (European Parliament 2014). The Council finalized its General Approach in

Spring 2015 (Council of the European Union 2015). On this basis, the institutions have star-

ted their trialogue negotiation process, which they aim to conclude before the end of 2015, in

which case the gdpr could be officially adopted in early 2016. The eu data protection super-

visor edps has issued its own set of detailed recommendations with respect to the proposed

gdpr in July 2015 (edps 2015).

2 Regulation No xxx/2016, on the protection of individuals with regard to the processing of

personal data and on the free movement of such data (General Data Protection Regulation).

Consolidated text available at www.emeeting.europarl.europa.eu/committees/agenda/

201512/LIBE/LIBE%282015%291217_1/sitt-1739884. The gdpr will enter into force two years

after its official adoption, in early 2018.

3 With respect to the processing of personal data by state bodies for national security and

intelligence, the eu generally does not have any competence. There are a number of eu level

instruments with respect to the protection of personal data in the law enforcement context

and with respect to specific eu level data processing systems related to immigration and

policing. Together with the proposals for a new Regulation replacing the dpd, an ec proposal

was made for a new Directive for the protection of personal data in the law enforcement con-

text, providing for more harmonization at the eu level. A discussion of these instruments

goes beyond the scope of this article.

4 For a discussion of these laws and the policy and scientific debate leading up to them, see

Van Hoboken 2006.

5 National data retention obligations remain in place in a number of European member states,

including the uk.

6 This consideration about the core of the right to data protection is somewhat surprising.

The fact that these particular measures to prevent loss or destruction of data seem to have

been included in the Directive in view of the value of the data for government agencies and

not in view of data privacy of individuals concerned seems to have escaped the cjeu’s atten-

tion.

7 Or, in the words of the Advocate General, what requires “the utmost vigilance [is] the actual

collection and retention of the data at issue, as well as the data’s impact on the right to pri-

vacy […]”. ag Opinion 12 December 2013, cjeu, C-293/12 (Digital Rights ), par. 59.

8 For a review of endorsement of different versions and sets of Fair Information Practice Princi-

ples by the ftc, see Gellman 2015.

9 For a discussion of the increasing occurrence of privacy class action litigation in the ,

see McDowell et al. 2013.
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10 On the question of the social and collective value of privacy, see recently Roessler and

Mokrosinska (eds.) 2015. Nissenbaum’s theory of privacy as contextual integrity also empha-

sizes the (context-dependent) social, political and moral values inherent in the right to pri-

vacy (Nissenbaum 2009).
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10 big data and informational self-
determination. regulative approaches
in germany: the case of police and
intelligence agencies

Alexander Roßnagel & Philipp Richter

10.1 informational self-determination: the foundation
of german data protection

The right to ‘Informational Self-Determination’ was concretized by the German
Federal Constitutional Court (bverfge) in 1983 from the basic liberties in Art. 2 I
and 1 I German Constitution (gg) as protection from the risks of modern data pro-
cessing. Data subjects may generally decide for themselves on the extent of disclo-
sure and the processing of their personal information (bverfge 65, 1 [43]). Along-
side Freedom of Information and Secrecy of Telecommunications, Informational
Self-Determination is the central basic right of the information society (Trute
2003: 153 ff.). It includes protection for the individual as well as objective protec-
tion for a democratic society.

Informational Self-Determination on one hand enables the freedom of decisions,
including the possibility to act upon these decisions (bverfge 65, 1 [42 f.]). On the
other hand, Informational Self-Determination makes possible the self-determined
development and unfolding of the individual. The individual’s personality is con-
stituted by the overall picture of the person acting and communicating in different
social roles. The development and unfolding of personality requires individuals to
be able to present themselves in these roles and have these presentations reflected
back in communication with others. Individual development and unfolding can
only succeed if data subjects can control disclosure of their persons. If they cannot
keep track of when and under what circumstances such disclosure takes place,
they may be severely impeded in their ability to plan and decide in a self-deter-
mined manner (bverfge 65, 1 [43]). Individuals need to be able to decide what per-
sonal information they disclose in what social role. The importance of autono-
mous decision-making in the disclosure of personal information is protected by
Informational Self-Determination.

This individual right is encroached upon by anyone processing personal data
against the data subject’s will, regardless of whether the processor is a public
agency or a private corporation. The data subject is in equal need of protection in
both cases, and in both cases disregard for the subject’s Informational
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Self-Determination is a legally relevant encroachment of this basic right (bverfge
84, 192 [195]). However, the legislator may determine under what circumstances
and precautions such an encroachment will be allowed in the public interest.

Even if every disregard for Informational Self-Determination is an encroachment
on this basic right, encroachment by state institutions and private corporations
must be distinguished. Only for the former does the right include a directly defen-
sive function. Private corporations may invoke civil liberties, Freedom of Profes-
sion being foremost among them. However, basic rights do not legitimize
encroachment on other basic rights. It is rather the legislator’s duty to define the
scope of competing basic rights in a way that acting upon them will not interfere
with the basic rights of others. Insofar as the legislator does not confine Informa-
tional Self-Determination in favour of legitimate private interests, private bodies
have no right to process the personal data of others (Roßnagel et al. 2001: 46 ff.).

Informational Self-Determination is not only the individual right of the data sub-
ject. It is also the foundation of free and democratic communication. A societal and
legal order where citizens cannot know who knows what about them on a given
occasion would be incompatible with the right to Informational Self-Determina-
tion. It would not only impede personal development, but also the public interest,
because self-determination is an elementary requirement for a free democratic
community built on the ability of its members to act and contribute (bverfge 65,
1 [43]; bverfg 2006, 979). The basic right protects citizens from being intimidated
in the practice of other basic rights, which can stem from not knowing who knows
what about oneself on a given occasion (bverfg 2006, 979). Informational Self-
Determination thus supports a communication order which enables a self-
determined exchange of information and a free democratic forming of the political
will.

In this more than individual function, Informational Self-Determination is one
element of an ‘objective order of values’ – a constitutional decision that applies to
all areas of law, providing guidelines and impulses for legislation and administra-
tion as well as jurisdiction (bverfge 39, 1 [41]). Informational Self-Determination,
together with other basic rights, is the cornerstone of a free societal order. It is to be
observed in the interpretation of all legal norms and fills out the widely formulat-
ed norms in civil law.

Informational Self-Determination is thus the precondition for the practice of all
other civil liberties. Any practice of such liberties through communication would
be endangered without the self-determined exchange of information. Informa-
tional Self-Determination is the foundation of a democratic order of communica-
tion – an elementary requirement for civil engagement in a free democracy.
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10.2 informational self-determination vs.  information
privacy

Informational Self-Determination does not establish a proprietary legal position
over personal data. As a precondition for a free and democratic society, it is not left
to the individual to market his data for a price. Such an understanding would not
do justice to the character of personal data as a multi-relational model of reality
(Steinmüller 1993: 261 ff ). Car maintenance data not only ‘belongs’ to the car’s
owner, but also to the service station. An exclusive allocation is not possible,
neither to the author nor to the object of the reality model ‘car maintenance’
(bverfge 65, 1 [44]). Rather, Informational Self-Determination calls for an order of
information and communication in which everybody is allowed to interact with
this model in a specific manner. This order shall not impede but enable communi-
cation in a self-determined manner.

Informational Self-Determination is therefore not limited to a ‘right to be left
alone’, as is the protection of ‘Privacy’ in the us. This is rather the function of basic
rights granting withdrawal from society, as Privacy of the Home in Art. 12 gg or
Secrecy of Mail and Telecommunications in Art. 10 gg. The basic right to Informa-
tional Self-Determination protects everybody acting and communicating in
society. Societal engagement requires communication leading to an obligation to
communicate and disclose personal data in specific situations. Insofar as collective
or individual interests of greater importance require, the processing of personal
data against the individual’s will is possible. Data protection law regulates these
situations.

European law does not use the term ‘Informational Self-Determination’. Art. 8 I of
the European Convention on Human Rights grants a right to “respect for […] pri-
vate and family life, […] home and correspondence”. Art. 7 of the European Con-
vention on Human Rights (hrc) has a similar formulation. However, The Euro-
pean Court of Human Rights (ecthr) sees more in the right to respect for private
life than a mere “right to be left alone”. In a broad sense, all areas of life which do
not concern others belong to private life. In addition, Art. 8 hrc includes a sepa-
rate right to the protection of personal data.

European data protection law has been heavily influenced by the concept of Infor-
mational Self-Determination and its derivative concepts in regulation. Conceptual
relations to the jurisdiction of the German Constitutional Court can be found in
the jurisdiction of the ecthr as well as the European Court of Justice. The data
protection Directive includes numerous principles derived from the Basic Right to
Informational Self-Determination, and drafts for a general data protection regula-
tion continue to maintain them.

b i g  d a t a  a n d  i n f o r m a t i o n a l  s e l f - d e t e r m i n a t i o n .  r e g u l a t i v e  a p p r o a c h e s  i n  g e r m a n y :
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10.3 informational self-determination and
public security measures

In order to give teeth to the basic right, the Constitutional Court has derived
requirements for its protection in a number of rulings (bverfge, 65, 1 [44 ff.]; 84,
192 [195]; 100, 313 [358 ff.]; 110, 33 [52 ff.]; 113, 348 [364 ff.]). Specifications in data
protection law, especially in the Federal Data Protection Act (bdsg), are often
implementations of this normative protection programme. Every processing of
personal data is an encroachment on the basic right to Informational Self-
Determination (bverfge 100, 313 [366]). This also applies to the processing of per-
sonal data by private bodies (bverfge 84, 192 [195]), which shall be prevented as far
as is possible (§ 3a bdsg; Roßnagel 2011: 41 ff.). It is only allowed if the legislator or
the data subject have allowed it, regarding both purpose and scope (§ 4 I bdsg).

The processing of personal data must be made transparent to data subjects so that
they will be able to assess its legality and enforce their rights (e.g. §§ 4 iii, 33 and 34
bdsg). The processing of data must be restricted to the approved purpose and may
only be executed so long as it is necessary for achieving this purpose (e.g. §§ 12 ff.,
28 bdsg). These principles must be assured by technical and organizational meas-
ures (§ 9 bdsg). The data subject is entitled to participation rights and damages
(e.g. §§ 6 and 35, 7 and 8 bdsg).

These requirements generally also apply to the processing of personal data for the
purpose of public security. As far as telecommunications are concerned, the
Secrecy of Telecommunications in Art. 10 I gg takes precedence, but the Constitu-
tional Court has derived similar requirements from it as from Informational Self-
Determination (bverfge 100, 313 [359]; 110, 33 [53]), so that both basic rights may
be seen as interrelated in this context. In a number of rulings over the past 15 years,
the Court has specified requirements for the processing of personal data.

Not only is examining personal data an encroachment on basic rights; collecting
personal data is one as well. The severity of the encroachment is measured mainly
by the information included in the collected data. The encroachment may be
deemed more serious if a measure has broad impact, affecting many people who
are not targets of surveillance (bverfge 120, 274 [323]; bverfge 113, 348 [382f.];
bverfge 34, 238 [247]; 107, 299 [321]). It may be more serious if there is no induce-
ment or suspicion, leaving the data subject without options to evade surveillance
(bverfge 100, 313 [376]; 107, 299 [318 ff.]; 109, 279 [353]; 115, 320 [347]). Encroach-
ment may be more serious if the surveillance takes place secretly, leaving citizens
no possibility to defend themselves (bverfge 107, 299 [321]; 115, 166 [194]; 115, 320
[353]; 118, 168 [197f.]; see also bverfge 113, 348 [383f.]; 110, 33 [53]; 120, 274 [323f.]).
Breaking the legitimate trust of data subjects may also increase the severity of
encroachment (bverfge 113, 348 [383]; see also bverfge 34, 238 [247]; 107, 299 [321]).
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Finally, an encroachment is seen as especially severe if it enables extensive insight
into a person’s personality, up to and including profiles of behaviour and commu-
nication habits (bverfge 120, 274 [323f.]).

Encroachments on Informational Self-Determination by state agencies are only
allowed if explicitly permitted by law. Requirements for such legal provisions
– especially exactness and proportionality, applying to domestic security meas-
ures – have been formulated by the Constitutional Court.

Legal provisions must be exact enough so that citizens can adapt to incriminating
measures, administrators can find in them guiding and limiting instructions for
their execution, and courts can carry out legal supervision (bverfge 110, 33 [52 ff.];
113, 348 [375 ff.]). The exactness of laws is in the first place supposed to prevent
decisions on citizens’ freedom being put to the sole discretion of public adminis-
tration (bverfge 78, 214 [226]; 110, 33 [54]). The inducement, purpose and bounda-
ries of an encroachment must be determined area-specifically, precisely and clearly
in the legal provision permitting it (bverfge 100, 313 [359f., 372]; 110, 33 [53]. 113,
348 [375]; 118, 168 [186f.]; 120, 274 [315f.]). By binding surveillance measures to spe-
cific inducement and by dictating specific thresholds, the data subject must be able
to see on what occasions and under what preconditions behaviour is likely to be
surveilled (bverfge 113, 348 ([376]).

Generally, the Constitutional Court has accepted the objective of prevention and
therefore permits encroachments prior to tangible threats or suspicion. When the
legislator is unable to bind preventive encroachment to the threshold of tangible
threat or suspicion, he must describe crimes taken as inducement and require-
ments for facts taken as pointing to future transgressions with enough precision to
make the risk of a false prognosis constitutionally acceptable, which is known to
be especially high in the early stages of investigation (bverfge 110, 33 [56]; 113, 348
[377f.]). The principle of legal exactness also applies to preventive investigations
and demands provisional characteristics limiting the scope of possible measures.
They must set a standard that enables the anticipation and monitoring of surveil-
lance measures similar to the one demanded by the rule of law for traditional
threat prevention and criminal prosecution (bverfge 110, 33 [55f.]).

The principle of proportionality is significant, especially the requirement for meas-
ures to be objectively reasonable (or adequate). The legislator must shape affairs in
a way that prohibits one-sided solutions and balances domestic security and the
protection of basic rights (bverfge 113, 348 [382]). The protection of basic rights
must prevail as much as possible. This means that thresholds for encroachment
must be adequately high in relation to the severity of encroachment and signifi-
cance of the basic right and the level of its exposure (bverfge 115, 320 [345]; see also
bverfge 100, 313 [383f.]; 109, 279 [350 ff.]; 115, 320 [345f.]; 118, 168 [197); 120. 274
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[322]). Many surveillance measures are only permitted to deter or prosecute severe
crimes, not petty crimes or those of middle severity (e.g. bverfge 113, 348 ([387]).
In preventing threats, a concrete threat to a highly valued legal objective is neces-
sary, for example the stability of the state or the life, health or freedom of a person
(bverfge 115, 320). Many surveillance measures are only permitted if concrete evi-
dence or specific circumstances arise, indicating a considerably raised and suffi-
ciently probable level of risk (bverfge 115, 320 [361f.], Rn. 137; see also bverfge 100,
313 [383f.]; 109, 279 [350 ff.]; 113, 348 [386f.]). Informational Self-Determination
does not allow ‘shots in the dark’ if investigative measures interfere with basic
rights (e.g. bverfge 115, 320 ([361]).

Protective measures for basic rights must be determined for a measure to be pro-
portional (bverfge 65, 1 [44]; bverfge 53, 30 (65); 63, 131 [143]; 120. 274 [326]).
This requires, for example, special scrutiny before the encroachment takes place,
special protection of collected data, or a court order by an independent judge for
each individual case (bverfge 120, 274 [331]; 113, 348 (391f.); SächsVerfgh, jz 1996,
957 [964]). Finally, a measure is only proportional if it is as transparent as possible
to data subjects, enabling them to request legal protection.

The Constitutional Court in its ruling on data retention has decreed that freedom
from total recording and registration is part of the constitutional identity of the
Federal Republic of Germany (bverfge 125 [260], Rn. 218; concerning constitu-
tional identity see also bverfg, njw 2009, 2267 [2272], Rn. 240). Legislation aiming
at the comprehensive storage of all data useful to prevent threats and prosecute
crimes would be unconstitutional from the outset; taken together, surveillance
measures must not impinge on the activities of all citizens by allowing for all citi-
zens’ activities to be reconstructed from different sources to preserve its constitu-
tional identity, Germany may even be bound to vote against further surveillance
measures in the European and international context (bverfge 125 [260] Rn. 218).

10.4 informational self-determination and big data

While the Constitutional Court has not yet ruled on the processing of personal
data in Big Data analytics, the issue is hotly debated in the legal literature on data
protection. Big Data here must answer to the protection of Informational Self-
Determination implemented in data protection law. Big Data contrasts sharply
with the effective data protection principles.

The principle of purpose binding means that personal data may only be processed
for specific and predetermined purposes. But the very concept of Big Data is to
retain data for unspecified purposes and to combine data freely and repeatedly. The
principle of the necessity of processing personal data for specific purposes will be
bypassed if no purpose has been determined in advance. If data is to be analysed for
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unspecified purposes, it will always be necessary. Legal provisions and individual
consent permitting data processing are also meant to limit it to specific purposes.
They hereby prohibit the free use of personal data in Big Data analytics. The trans-
parency of processing personal data is also hard to implement in Big Data as the
data is so large and unstructured; even analysts often cannot comprehend which
data has been used in a specific case. The principle of data reduction and data econ-
omy is flatly contradicted by Big Data.

Big Data enables – as no technology has done before – the prediction of personal
characteristics that have not even been disclosed, up to and including a citizen’s
political views and current emotional states. This conflicts with the prohibition on
personality profiles. All chances for self-determined control over the flow of data
by selection of disclosed information can be undermined. Big Data undercuts
every information-asceticism by inference from similar people. Even if individuals
have disclosed no personal information, their future behaviour may be inferred
from similar persons who do disclose information. The right of the data subject to
correct false data may also erode since prevailing probabilistic predictions cannot
be deemed wrong so long as they are calculated on the basis of correct data.

10.5 application of big data by police and intelligence
agencies

Big Data promises great potential for security agencies. Its abilities for pattern rec-
ognition and prediction could enable predicting terror attacks and crime and thus
more effective prevention.

1 0 . 5 . 1 b i g  d a t a  a s  d r a g n e t  i n v e s t i g a t i o n  b y  p o l i c e  a n d  i n t e l l i g e n c e
a g e n c i e s
Big Data offers highly efficient means for the surveillance of individuals, enabling
de-anonymization, behaviour-monitoring and identifying individuals from the
mass through predetermined characteristics, as in previous dragnet investigations,
but in real-time. Using Big Data in dragnet investigations would therefore deepen
known legal problems.

While police dragnet investigations have not been in the centre of surveillance dis-
cussions since the last ruling on the issue by the Constitutional Court in 2006
(bverfge 115, 320), similar measures by intelligence agencies, if under different
names, have been in the centre of attention following the revelations of whis-
tle-blower Edward Snowden in 2013. Revelations have disclosed to what extent
intelligence agencies around the world, including German domestic and foreign
intelligence agencies, have been collecting, exchanging and analysing electronic
communications, e.g. in order to find wanted persons or to prevent crime (see e.g.
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Greenwald 2014). Big Data plays a significant role here by analysing with search
words huge amounts of telecommunications traffic data, internet usage data and
content.

1 0 . 5 . 2 b i g  d a t a  f o r  p a t t e r n  r e c o g n i t i o n  a n d  e x t r a c t i o n  o f
c h a r a c t e r i s t i c s
Big Data, however, goes far beyond an efficient dragnet investigation. Big Data ana-
lytics are able to recognize new patterns through the statistical analysis of huge
amounts of data. For security agencies, this means that new characteristics rele-
vant to dragnet investigations may be found by for example analysing the social
contacts or travel profiles of known terrorists for correlative patterns of behaviour
or other circumstances. Having found such patterns, it becomes possible to screen
the whole populace to detect potential offenders and to further surveillance or
defensive measures.

1 0 . 5 . 3 p r e d i c t i v e  p o l i c i n g
A specific development of Big Data pattern recognition is contained in so-called
‘Predictive Policing’. This trend in law enforcement, with known products such as
‘Precobs’, reminds us of the movie ‘Minority Report’, where the police (aided by
the ‘Precogs’) is able to arrest offenders even before they commit crimes. But pre-
dictive policing in reality only partly mirrors the movie. In recent approaches that
have reached Germany from the us, predictive policing is not used to predict indi-
vidual offenders (which at the moment is much more clearly the objective of the
intelligence agencies). Rather, crime statistics are used to predict locations where
crime is likely to happen. Based on these predictions, police can patrol more effi-
ciently and prohibit crime by maintaining a high profile in select areas, only under
best circumstances arresting unknown offenders red-handed. Generally, no per-
sonal data is processed electronically because police officers select offenders in the
high-risk area based on their own know-how and experience.

However, more advanced approaches in the us have begun predicting individual
offenders, leading to cautionary visits by the police (Erbentraut 2014). Also in the
us, individual predictions on future criminal behaviour have been used in proba-
tion and parole decisions (Zetter 2013).

10.6 regulative approaches to big data

There has, to date, only been limited discussion on the regulation of Big Data
(e.g. Ohrtmann/Schwiering 2014; Peschel/Rockstroh 2014; Weichert 2013). There
is even less discussion of Big Data as a regulative challenge for police and intelli-
gence agencies.
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1 0 . 6 . 1 g e n e r a l  d i s c u s s i o n  o n  b i g  d a t a
In Germany several different approaches to data protection have been discussed
for Big Data. For example, due to the burden placed on data subjects, it has been
suggested that legal measures shift more responsibility to controllers so that the
data subject’s consent is no longer the main legitimation of personal data process-
ing (Mayer-Schönberger and Cukier 2013: 217 ff.; Katko and Babaei-Beigi 2014).
Restrictions on consent have also been suggested for areas where the disclosure of
personal information by one person may have, through statistical inference, nega-
tive consequences for other persons (Roßnagel 2013). As the non-discriminative
and transparent processing of data are seen as crucial, especially auditing for data
protection would have to be strengthened and adapted to the specific risks of
Big Data (Roßnagel 2013). Others have suggested that existing provisions on scor-
ing in § 28b bdsg and on automated individual decisions in § 6a bdsg be further
developed to ensure the transparency of scoring processes and limit the use of dis-
criminating characteristics (Weichert 2014). Due to Big Data’s statistical approach,
these two provisions may become centralprovisions for future data protection.

Big Data offers very efficient means to de-anonymise data (Roßnagel 2013).
Data can be processed anonymously for a long time and then suddenly become
personal data through Big Data analytics. The subsequent protection of Informa-
tional Self-Determination then becomes nearly impossible. Against this back-
ground, we need to discuss how adequate preventive protection for anonymous
data might be designed. For example, processors might be held to check for the risk
of de-anonymization of specific anonymous data. For data with a high risk of de-
anonymization, specific provisions might be declared applicable as preventive pre-
cautions (Roßnagel et al. 2001: 61).

1 0 . 6 . 2 s p e c i f i c  d i s c u s s i o n  o n  b i g  d a t a  i n  p o l i c e  a n d  i n t e l l i g e n c e
a g e n c i e s
There has been scant legal discussion on regulating the use of Big Data by the pub-
lic security services. However, jurisdiction on surveillance in general and discus-
sions surrounding the nsa scandal provide leads that also apply to, or are rela-
ted to, Big Data. These can be taken as starting points for regulation, which we dis-
cuss below.

10.7 big data by police and intelligence agencies de lege
lata

Police and intelligence agencies might fulfil their duties more efficiently if they
were allowed to apply Big Data. Wanted persons could be better recognized,
assessed and followed; Big Data analytics could help to make their profiles more
accurate and complete, or be used to de-anonymise data. Big Data could also help
create situational overviews, identifying connections, extracting formerly
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unknown characteristics for developments to be observed, and predicting human
behaviour or locations and time periods in which it is significantly more probable
for the relevant behaviour to appear.

It stands to be analysed whether the police and intelligence agencies are permitted
by law to apply Big Data analytics for these ends – to collect, record and analyse
huge amounts of data from different sources. As far as traffic and content data from
telecommunications are concerned, both the Secrecy of Telecommunications and
Informational Self-Determination must be observed.

1 0 . 7 . 1 p o l i c e  a g e n c i e s
The police are responsible for threat prevention and criminal prosecution. Police
authority to prosecute is covered by the federal code of criminal procedure (stpo),
while the authority to prevent threats is covered by the police codes of the Federa-
tion and the Länder. The police code of Hessen (hsog) serves as an example below.

Collecting personal data
The collection of personal data for threat prevention is permitted by § 13 hsog,
if it is necessary to prevent a threat. In German police law, a threat is a situation
which, if it develops unhindered, has sufficient probability to turn into damage.
The collection of personal data is thereby limited to concrete individual cases.
The police may also collect personal data from publicly available sources, for
example public profiles in social networks. However, according to § 13 vi hsog,
every collection of data for unspecified and yet unspecifiable purposes is explicitly
prohibited. § 15a hsog requires a current threat (an even higher threshold in Ger-
man police law than a normal threat) to the body, life or freedom of a person before
the collection of telecommunications data is permitted. A court order is necessary
for each individual case. Collecting personal data in order to store Big Data and to
analyse it later for as yet unknown purposes is not permitted for threat prevention.

In criminal prosecution, collecting publicly available data from the internet is gen-
erally permitted without a legal provision, but only within the boundaries of a
concrete criminal investigation. This data may not be used to purposefully gather
personal data for individual profiling (bverfg, njw 2008, 822 [836]). The collection
of telecommunication contents (§ 100a stpo) and traffic data (§ 100g stpo) is per-
mitted only for individual cases if suspicion of a severe crime exists. Thus provi-
sions for criminal prosecution do not permit the collection of Big Data without
inducement.

Recording personal data
Personal data collected to prevent threats must be deleted according to § 27 ii
hsog, if they are no longer necessary for this purpose. Data collected by way of §
100a stpo or § 100g stpo must be deleted according to § 101 viii 1 stpo if they are
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no longer needed for prosecution or for a court review of the measure. Chance
findings for other investigations will not be deleted, but may only be used for
these. Retaining personal data for Big Data analytics with yet unspecified purposes
is permitted neither for preventing threats nor for criminal prosecution.

Analysing personal data
Analysing recorded personal data with Big Data might be permitted for dragnet
investigations. Dragnet investigations (§ 26 hsog and § 98a stpo) are permitted
only if a concrete threat (another specific threat threshold) arises to a highly valued
legal objective, such as the stability or security of the Federation or a Land, or to
the body, life or freedom of a person; generally menacing situations do not suffice
(bverfge 115, 320 [357]). Even then, precautions must be observed, such as strict
purpose binding, erasure of data as soon as this purpose has been fulfilled, and
notification of the data subject as soon as this no longer hinders the investigation.
The police are not allowed to freely analyse all legally collected and recorded per-
sonal data for dragnet investigations.

It remains unclear in what manner the police may determine characteristics for
dragnet investigations. Big Data analytics might search for patterns in data records
which are not personal data (any longer), uncovering behaviour patterns and
human characteristics that may be indirect statistical indicators of criminal behav-
iour. If only anonymous data would be used, this extraction of characteristics
would not fall within the scope of data protection law.

1 0 . 7 . 2 d o m e s t i c  i n t e l l i g e n c e  a g e n c y
Domestic intelligence is conducted in Germany by the Federal and Länder Offices
for the Protection of the Constitution. The following analysis focuses on the Fed-
eral Office.

Collecting personal data
According to § 3 i of the Code for the Federal Office (bverfschg), the office is
responsible for collecting and analysing information on efforts against the free
democratic order, the stability or security of the Federation or a Land, efforts that
aim at violence, that endanger the foreign interests of the Federal Republic of
Germany, or dangerous or intelligence efforts for foreign powers. According to
§ 8 i bverfschg, the office is permitted to collect information, including personal
data, to fulfil this assignment. For this it may use intelligence tactics and measures,
according to §§ 8 ii and 9 bverfSchG.

Collecting telecommunications content is only permitted if there is factual evi-
dence for suspicion that a concrete person has committed a specific crime from a
catalogue or that the person is a member of an anti-constitutional association
according to § 3 of the Act for Restrictions on the Secrecy of Mail and
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Telecommunications (G 10). Prohibitions on collection exist for communications
by persons with the privilege to refuse giving evidence, such as ministers and
defence attorneys (§ 3b i G 10). According to § 8a ii nr. 4 bverfschg, telecommuni-
cations traffic data may only be collected in individual cases if facts justify the
assumption that severe threats have arisen to the legal objectives stated in § 3
bverfschg. The provision must be interpreted very narrowly in order to be consti-
tutional and the legal objectives must be endangered by concrete actions. General,
diffuse menacing situations do not suffice for the collection of traffic data (Bäcker
2014a: 5f.). The comprehensive collection of telecommunications data for Big Data
analytics is not permitted.

Recording personal data
The Federal Office may record personal data according to § 10 bverschg if factual
evidence for efforts stated in § 3 i bverschg are available and the data is necessary
for investigation and the assessment of efforts or actions stated in § 3 i bverfschg.
Telecommunications data may be recorded, according to § 4 i G 10, if a review con-
ducted every six months finds that the data remain necessary for the purposes in
§ 1 nr. 1 G 10. The comprehensive recording of data for future Big Data analyses is
therefore not permitted. It nevertheless remains questionable whether collected
data is effectively being erased due to this provision, since the necessity of retain-
ing the data has not been fixed to the case for which they were collected, and col-
lected data may prove helpful in uncovering other anti-constitutional activities.
The severity of encroachment on the Secrecy of Telecommunications calls for a
narrow interpretation of necessity. Nevertheless, there is a risk that a broad inter-
pretation of necessity may arise in light of Big Data analytics.

Analysing personal data
§ 10 bverfschg applies to the analysis of collected and recorded personal data.
Analysis of data is permitted if either factual evidence for anti-constitutional
efforts (§ 3 I bverfschg) are available or it is necessary to investigate such efforts.
The more specific § 4 G 10 applies to the analysis of telecommunications data.
According to § 4 ii G 10, telecommunications data may only be analysed for the
intelligence purposes laid down in § 1 S. 1 G 10 and for criminal prosecution,
according to § 4 iv G 10. For these purposes, data might also be used in Big Data
analytics to uncover statistical patterns.

1 0 . 7 . 3 f o r e i g n  i n t e l l i g e n c e
Foreign intelligence is conducted by the Federal Intelligence Service (bnd).

Collecting personal data
According to § 1 ii of the Federal Intelligence Service Act (bndg), the bnd is per-
mitted to gather all information on foreign countries that is of foreign policy or
security relevance to the Federal Republic of Germany. This allows the collection
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of all data, excluding personal data, of interest for this purpose. As far as personal
data is concerned, § 2 through 6 and 8 through 11 bndg must be observed. Accord-
ing to § 3 bndg, the bnd may use intelligence tactics and measures in collecting
data.

For data connected to concrete persons, § 2a bndg and § 3 G 10 state that the same
provisions apply as for the Federal Office for the Protection of the Constitution.
For each individual case, data collection must be necessary for the bnd to fulfil its
assignment. These provisions are not a legal basis for Big Data analysis.

Additionally to what domestic intelligence agencies are allowed to do, the bnd
may pursue strategic surveillance of international telecommunications without
special inducement, according to § 5 G 10. For this, the raw data stream is screened
using search words. Big Data might make this search more efficient, e.g. searching
in social networks (N-tv 2014). This strategic surveillance is supposed to be limi-
ted by two criteria: it shall be limited to telecommunications with specific states or
regions and be limited to 20 percent of traffic capacity. The latter, however, is not
an actual limit since less than 20 percent of traffic capacity is usually used (Bäcker
2014a: 13f.). The Federal Administrative Court has recently interpreted this limit to
mean that the bnd may only surveil such wires that add up to a maximum of 20
percent of all traffic capacity (bverwg, Ruling from 28.5.2014 - 6 A 1.13, Rn. 29).
This limiting interpretation, however, could be bypassed by choosing the wires
that conduct most of the traffic (Bäcker 2014b). The limit to specific states or
regions has also recently been bypassed. Strategic surveillance of domestic com-
munications is not permitted. However, since especially on the internet, domestic
communications are conducted via other countries, all communications are being
surveilled in a first step; only subsequently are domestic communications being
filtered out (Bäcker 2014a: 10 f.). The bnd is thus permitted to collect telecommu-
nications data from different sources and sectors of society.

How search words used for strategic surveillance are extracted is not regulated.
Big Data analytics could uncover correlations relevant to the search that have not
been previously recognized. It remains highly questionable whether the bnd is
permitted to analyse telecommunications data using Big Data in order to extract
search words; strategic surveillance is supposed to be limited by existing search
words.

Recording personal data
Generally, personal data collected in an individual investigation may be recorded
by the bnd if this is necessary to fulfil its assignment according to § 4 bndg.
According to § 4 G 10, telecommunications data must be reviewed instantly and
then every 6 months to asses if retaining it remains necessary for intelligence pur-
poses. If not, the data must be erased. The general retention of all collected per-
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sonal data for Big Data analyses is therefore not permitted. However, the data need
not be necessary for the individual case for which they have been collected,
but only generally for intelligence purposes as laid down in § 1 I G 10. Since the
bnd is assigned to gather information of foreign policy and security relevance, it
might be argued that data which currently have no recognizable relation to these
objectives would still be necessary because in Big Data analyses they might help
recognize patterns, which do have such a relation. Such a broad interpretation
would render the principle of necessity ineffective.

According to § 6 i G 10, data collected in strategic surveillance may only be recor-
ded in so far as it is necessary for the purposes laid down in § 5 i G 10. This is being
assessed using the search words. Irrelevant data must be erased. But such purpose
binding could be bypassed by the pattern-recognition abilities of Big Data analy-
ses, for example by changing or broadening the scope of search words that indicate
a terrorist threat. Even data containing no direct hints will make Big Data analyses
more effective. This may result in the temptation to record as much data as possi-
ble, for indirectly they may help to fulfil the purposes laid down in § 5 i G 10.

Analysing personal data
According to § 4 bndg, the same strictures apply to analyses of personal data by
the bnd as for the Federal Office of the Protection of the Constitution. According
to §§ 4 and 6 G 10, telecommunications data may only be used for intelligence pur-
poses and in criminal prosecutions. This means that Big Data analyses by the bnd
are not permitted to comprehensively screen the raw data stream but only the data
remaining after an initial review regarding relevance for intelligence purposes.

10.8 approaches to a constitution-compatible regula
tion of big data by police and intelligence services

In order to be able to apply Big Data analytics, the question will be raised whether
the provisions outlined in the previous section should not be extended or inter-
preted broadly. This, in turn, raises the question of whether such extensions are
compatible with the right to Informational Self-Determination. A regulation com-
patible with the constitution would have to start from the jurisdiction outlined in
section 10.3. The different possibilities to apply Big Data would also have to be
considered: individualized surveillance, situational pattern recognition, and the
prediction of human behaviour. Although they are related, they will not be ade-
quately covered by the same legal instruments.

1 0 . 8 . 1 r i s k s  t o  b a s i c  r i g h t s
Recommendations for regulation must follow from an assessment of risks to basic
rights.
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Individualized surveillance
Using Big Data to search for an offender, a suspected offender, or individuals or
groups causing risks, well-known risks to basic rights are to be expected. By the
standards shown in section 10.3, such searches will usually mean a very severe
encroachment on Informational Self-Determination. Since Big Data analyses make
use of more data from more sources, analyses might yield deeper insights into
areas with special basic rights protection, including more comprehensive conclu-
sions concerning the personality of the data subject. This might be lessened if spe-
cific characteristics would not be permitted to be used in analysis (see section
10.8.2). Comparing the profiles to individual persons would, as in recent dragnet
investigations, be conducted without individual suspicion (see bverfge 115, 320
[355]).

However, data subjects would be even less able to assess what behaviour has been
extracted as an indicator of threats and would be unable to adapt to surveillance or
evade surveillance through compliant behaviour. A Big Data search would more-
over have wide scope: it would concern all persons with whom the profile is com-
pared, not only those who show the characteristics. Depending on the spread of
the indicators, many people in this last group would become the targets of further
surveillance or other encroachments on their liberties (see bverfge 115, 320 [357]).

The new challenge for basic rights is that recent principles for the protection of
Informational Self-Determination and Secrecy of Telecommunications such as
purpose binding, necessity, data reduction and data economy are losing their effect
as huge amounts of data drawn from all kinds of purpose contexts become neces-
sary for Big Data searches.

Pattern recognition
Big Data analytics reach a new dimension when used to extract new patterns indi-
cating security-relevant situations. This may be done using statistical, aggregated
data rendered anonymous, which then does not fall under data protection law.
This data may come from any area of life and need not have a causal or obvious
connection to security-relevant behaviour. It may also cover behaviour (recently)
seen as normal.

Big Data through this kind of pattern recognition has normative effects. Since pat-
terns cover not only security-relevant behaviour but also unremarkable behaviour
correlating to security-relevant behaviour, resulting measures may encroach on
the freedoms of people acting in full accordance with the law. In order to evade
these disadvantages, the data subjects will try to adapt their behaviour to the pat-
terns, as far as they will be known or will be feared to lead to disadvantages.
Through this normative effect, Big Data might indirectly but effectively hinder the
practice of basic rights. Anonymous Big Data patterns might thus have the same
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dampening effects on individual personality development, free communication
and will forming in society as the Constitutional Court found in its Census Judge-
ment on individualized surveillance (bverfge 65, 1 ([43]). And since Big Data ana-
lytics can recognize ever newer patterns, it becomes impossible to assess which
behaviours might indicate security risks. From this will follow a diffuse feeling of
non-conformity and efforts to maintain conforming (unremarkable) behaviour.

Informational Self-Determination in its current shape does not fully suffice to pro-
tect citizens against this normative effect of Big Data. Recognition of suspect
behaviour patterns can be conducted using anonymous data, for which data pro-
tection law does not apply. The data become personal data only when the pattern
is applied to individuals. No individual will be surveilled in pattern recognition;
all citizens will be surveilled anonymously, and only then will relevant character-
istics be extracted to sort people. Big Data analytics’ influence on behaviour thus
does not require data to be personal. Where data protection law begins to apply –
at the moment the pattern is applied to an individual leading to an encroachment
of the individual’s freedom – data protection law will no longer help. Data protec-
tion law generally prohibits the processing of personal data not necessary for legit-
imate purposes. But by this stage the Big Data analysis will have shown that people
with this behaviour pattern are dangerous and that the processing of their personal
data is necessary for the fulfilment of police or intelligence work.

Behaviour prediction
The use of Big Data analytics by police and intelligence agencies to predict future
individual behaviour would raise fundamental issues with the rule of law. Far-
reaching investigations would precede suspicions and threats, and would further
expand preventive security. Through such analyses and the measures following
from them, fundamental principles such as guilt, responsibility and even human
freedom of action would be placed in question. It remains absolutely unclear how
data subjects could defend themselves against such Big Data results, how they
would be supposed to challenge and disprove them, for they predict future behav-
iour.

But even the prediction of the locations and time periods of security-relevant
behaviour causes problems with the rule of law. Indeed, the prognoses only cover
dangerous time periods and threatened locations and do not involve personal data.
But during patrols, suspicion of criminal behaviour or threat will be transferred to
citizens in the location at the time. The correlations extracted by Big Data analytics
will probably lead to discriminatory effects. They will probably also bias police and
intelligence officers, who will then be unable to treat a data subject impartially.
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1 0 . 8 . 2 r e c o m m e n d a t i o n s  f o r  r e g u l a t i o n
There has to date been no academic discussion on the application of Big Data by
police and intelligence agencies. Therefore, it is not possible to present a systematic
concept. The following is limited to the individual aspects of a possible legal
policy.

Individualized surveillance
Insofar as searches using Big Data are similar to dragnet investigations, one might
think of applying to Big Data searches the provisions and requirements following
from the jurisdiction on dragnet investigations for Big Data searches, also:
They would have to be limited to personal data collected legally and observing
purpose binding and there would have to be a connection between the data and
the intended insight (bverfge 115, 320 [367]; see also § 5 Abs. 2 Satz 1 G 10). Provi-
sions concerning the findings of dragnet investigations – especially purpose bind-
ing and erasure of data – would have to be observed. Although this will limit the
effectiveness of Big Data analytics, it will safeguard Informational Self-Determina-
tion.

Further approaches may be derived from discussion on provisions which do not
apply to police and intelligence agencies. According to § 28b Nr. 1 bdsg, scoring
results must follow from data shown by a scientifically approved mathematical-
statistical method to be relevant for the probability of the particular behaviour.
Only data that has considerable impact on the result would be permitted for use in
individualized Big Data analyses. While this would forbid some characteristics to
be used in dragnet investigations, data from principally all areas of life could still
be used.

It appears to be more promising to limit the data permitted to be compared statis-
tically with regard to content/topic from the start. Especially such characteristics
should be considered here, which are already counted to be discriminating.
The draft of the European Parliament for a General Data Protection Regulation
decrees in Art. 20 concrete discriminations disallowed for profiling. This recom-
mendation does not apply to security agencies. While Art. 9 of the draft for a eu
Directive on the processing of personal data for crime prevention and prosecution
contains no similar restraint, similar restraints are not alien to the security agen-
cies. For example, § 5 ii 2 G 10 prohibits search words touching on the core area of
private life. It should be discussed for each individual case which other characteris-
tics might be excluded from the authority of the security agencies, without render-
ing their assignments impossible. It might also be possible to allow using discrimi-
nating characteristics by tying their use to additional thresholds.
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Given the ability of Big Data analytics to de-anonymise data, data protection law
needs to be extended with preventive provisions covering the processing of anon-
ymous data and aliased data. The provisions need to consider that anonymous pro-
files of persons can become personal data at a single stroke.

Pattern recognition
We must consider a restriction on comparable characteristics for pattern recogni-
tion in threat prevention and intelligence work. Through the statistical-correlative
approach, principally any behaviour might become suspicious. However, a demo-
cratic state abiding by the rule of law must impose restraints on itself and its secur-
ity agencies concerning knowledge, if it is not to become totalitarian:

“It would not be compatible with Human Dignity, if the state would make a claim for
itself to the right to register and catalogue the human being in all its personality, even in
the anonymity of a purely statistical census, and by that treat humans as things which may
be inventoried in every aspect” (bverfge 27, 1 [6], translation and accentuation by the
authors).

There must remain an area which is not only anonymous but is unknown in con-
tent. Provisions for the extraction of characteristics that would determine which
expressions of life may be statistically analysed and which may not will be neces-
sary.

As with protection against total surveillance, influence on behaviour through rec-
ognition of security-relevant patterns needs to be limited and encroachments on
freedom and equality rights must be avoided. This objective might be reached by
reviewing and correcting the patterns before their application, and especially
before their publication, in order to avoid encroachments on freedom and equality
rights. Measures following from the application of patterns by police and intelli-
gence agencies should only be permitted after additional requirements and pre-
ventive reviews have been met, so that behaviour does not automatically lead to
negative consequences only because it fits a pattern.

Behaviour prediction
Several German Länder have announced that they want to test predictive policing.
Bayern has already begun (Biermann 2015). It is completely unclear, however,
on basis of which legal provision this operation is being conducted. To date, there
has hardly been any legal academic discussion on behaviour prediction in the
security sector. Due to the risks to basic rights outlined in section 10.8.1), specific
provisions must be demanded which determine minimum standards for the sys-
tems and for use of their findings, such as restraints on characteristics which may
not be used due to their discriminative potential, or restraints on measures that are
permitted to follow from prognoses. Furthermore police officers must be enabled
to treat the results, presented to them by the systems with scepticism.

2 7 8 e x p l o r i n g  t h e  b o u n d a r i e s  o f  b i g  d a t a



10.9 conclusion

The basic right to Informational Self-Determination has shown itself to be eligible
for the protection of freedom of decision and freedom of action in a digitalized
world. Freedom of personality, freedom to evolve, and democratic engagement are
only possible if the societal order of communication is based on the principle that
every individual may decide for him or herself about the processing of their own
personal data. However, the protection principles derived from Informational
Self-Determination, however (purpose binding, necessity, data reduction and data
economy, transparency and control) fail in practice with Big Data, since the
Big Data approach undermines the intended restrictions.

The application of Big Data analytics by police and intelligence agencies is only
permitted within the narrow boundaries set forth in effective provisions; process-
ing huge amounts of personal data from different sources is limited by the provi-
sion on purpose binding. If Big Data analytics are to be applied, new protection
principles for procedures using personal data must be found. As for situational and
behavioural pattern recognition, Informational Self-Determination on its own
does not suffice to protect freedom of decision and freedom of action against the
normative effects of Big Data analysis. To limit the freedom-restricting powers of
statistics, limits must be determined as to what is worth knowing and what is
worth implementing.
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T H E  N E T H E R L A N D S  S C I E N T I F I C  C O U N C I L  F O R  G O V E R N M E N T  P O L I C Y

Exploring the Boundaries
of Big Data
Big Data is making headlines almost every day. Intelligence services are 
investing in it to combat global terrorism; companies are using it to optimize 
and personalize their services; and the healthcare industry is adopting data 
analytics to improve delivery of medical care. But are these hopes realistic? 
And what are the potential downsides of using Big Data? 

This book offers the reader a full and comprehensive account of the different 
aspects of this new phenomenon. It has been edited by Bart van der Sloot, 
Dennis Broeders and Erik Schrijvers, and it features contributions by authors 
such as Paul De Hert, Gemma Galdon Clavell, Colin J. Bennett, Alexander 
Roßnagel and Bart Preneel. The authors put forward suggestions on how the 
current legal regime could be adjusted to facilitate the positive uses of Big Data 
while preventing its potentially negative effects.
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