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ABSTRACT 

Big Data analytics in national security, law enforcement and the fight against fraud have the 

potential to reap great benefits for states, citizens and society but requires extra safeguards to 

protect citizens’ fundamental rights. This involves a crucial shift in emphasis from regulating Big 

Data collection to regulating the phases of analysis and use. In order to benefit from the use of 

Big Data analytics in the field of security, a framework has to be developed that adds new layers 

of protection for fundamental rights and safeguards against erroneous and malicious use. 

Additional regulation is needed at the levels of analysis and use, and the oversight regime is in 

need of strengthening. At the level of analysis – the algorithmic heart of Big Data processes – a 

duty of care should be introduced that is part of an internal audit and external review procedure. 

Big Data projects should also be subject to a sunset clause. At the level of use, profiles and (semi-

)automated decision-making should be regulated more tightly. Moreover, the responsibility of the 

data processing party for accuracy of analysis – and decisions taken on its basis – should be 

anchored in legislation. The general and security-specific oversight functions should be 

strengthened in terms of technological expertise, access and resources. The possibilities for 

judicial review should be expanded to stimulate the development of case law.  
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1. The promise and perils of Big Data in security policies 

Big Data is a catchword that promises radical change. Expectations are high when it comes to 

increasing sales, targeted advertising, optimising processes and generating unforeseen, unexpected and 

unprecedented insights. According to some, Big Data will revolutionise the way we live, work and 

think.
1
 Governments are keen to make sure that the benefits of these new technologies will be 

integrated into public policies as well. In the policy domain of security – broadly interpreted as 

ranging from national security, via law enforcement to the combat and prevention of fraud – the 

number of programmes that involve large-scale data collection, linking and analyses are on the rise. 

Most of those are not on the scale of Big Data ‘proper’ yet, but the trends indicate that this may 

change in the coming years. 

The opportunities and benefits (both potential and realised) of applying Big Data analytics in 

the security domain are many, including greater operational efficiency and speed, more precise risk 

analyses and the discovery of unexpected correlations, all of which feed into risk profiles, better 

targeted inspections and more efficient use of scarce resources. Big Data analyses help in 

reconstructing past events (immediately after an attack, for example) and are useful in monitoring 

developments in real time. This is of great value, for example, in traffic management, organising 

information and aid following a disaster, or for crowd control at events. Most of all, however, there is 

the promise that Big Data analytics will deliver insights into the future and may provide the foundation 

for effective preventive policies. However, these potential gains in security might come at a price in 

terms of individual and collective freedoms and fundamental rights. Just as the state is responsible for 

the security of its citizens, it is also ‒ and equally ‒ tasked to protect their personal freedom. 

This paper aims to lay the groundwork for a regulatory framework for the use of Big Data in 

security policies that respects and protects fundamental rights. Most crucially, this requires a shift 

from regulating data collection to regulating the analysis and use of Big Data. 

 

2. A working definition of Big Data 

Big Data is still very much a moving target. Technological developments and new applications 

continue to feed into the debate about what defines Big Data and sets it apart from earlier forms of 

data analysis. There is no real consensus regarding its key characteristics, although most definitions of 

Big Data refer to the ubiquitous three Vs.
2
 The first of these three stands for Volume (the use of large 

amounts of data), the second V is for Variety (the use of diverse data sources that are stored in diverse 

structures or even in an unstructured way) and the third stands for Velocity, or the speed of data 

processing (data is often analysed in real time). Over time, a number of authors have added additional 

Vs to this threesome, such as Veracity
3
, Variability

4
, Value

5
 and Virtual

6
. The various definitions do 
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not amount to a broad consensus on the issue but do demarcate the corners of Big Data as a field of 

study. In this paper, we will not add our own definition, but rather collect a number of important 

elements from the definitions of others to construct a frame of reference for the use of Big Data in the 

context of public administration, especially in the security domain.
7
 This frame of reference is grouped 

around three main aspects of Big Data processes: data (collection), analysis (techniques) and the use of 

Big Data results (see Table 1). 

 

Table 1: Frame of reference for Big Data 

 
 

Big Data is seen here as the interplay between these characteristics rather than as a well-defined and 

definable object. This leaves room to discuss the use of data analysis in public policy making that 

includes some of these characteristics to a degree but does not tick all the boxes. Most current policy 

programmes analysed in the Netherlands do not cover the full range of this frame of reference. It is 

often the potential to grow into full Big Data systems that makes it important to scrutinise policy 

initiatives now. 
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3. Big Data, security, freedom: The need for distance 

The use of Big Data analytics in security policies influences both freedom and security at the 

individual and societal level and, therefore, touches upon the very foundations of the constitutional 

state. Both freedom and security are rooted in fundamental rights.  

Freedom presupposes distance – a certain amount of social space between the individual and 

others, including supervising bodies. In the history of the modern state, distance in relation to 

institutions that want to observe and direct our behaviour – such as the government – has brought 

about an increase in personal freedom. For the government, it is only citizen behaviour in relation to 

the law that should count. In a free society, citizens are not judged according to who they are: their 

intentions and emotional lives have no relevance for the law. This freedom is an important dimension 

of their personal security. 

At the same time, it is the government’s essential duty to protect its citizens and increase 

security, precisely for the purpose of ensuring that they can live in freedom. Therefore, government 

will have to ensure societal and individual freedom by gathering information, being alert to dangers 
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and working to eliminate threats to security while maintaining sufficient distance from the personal 

lives of its citizens. This distance distinguishes a constitutional state from a totalitarian one and 

determines the degree of personal security and the security of society. The government’s security 

policy must be structured in a way that serves to protect both personal and social freedom, for if it fails 

to do so, this policy will undermine exactly that which it has set out to protect. 

Big Data, however, constitutes an assault on the protective function of distance. The amount of 

information that is now available or can be accessed for surveillance, investigation and prosecution has 

risen sharply. Combined with cheaper and more flexible forms of data storage and computers that can 

carry out ever more complicated data processing tasks, this results in government bodies increasingly 

encroaching on the lives of citizens. This interferes with the protective function of distance and 

undermines people’s freedom. This effect is reinforced if the knowledge that has been built up is 

incorrect or merely expresses a statistical probability, whereas the individual involved could be an 

exception. These potential effects increase if an individual is targeted based on large-scale statistical 

data analysis as in Big Data processes. The use of Big Data in public administration, therefore, has to 

navigate a course that respects the protective function of distance and compensates for infringements 

through adequate accountability mechanisms. 

 

4. Big Data and security practice 

It is not so easy to analyse how and to what extent Big Data applications already manifest themselves 

in the field of security. This is due to the secrecy that often shrouds security policy operations as well 

as the experimental nature of some applications and the understandable – though regrettable – 

reluctance to debate those in public. There is a well-founded fear among security agencies of being 

framed in a big brother context. There is some insight into the use of Big Data analytics in the security 

domain when it comes to combating fraud
8
, the use of data analytics for the purpose of ‘predictive 

policing’
9
 and the use of data analytics by the intelligence and security services, notably through the 

Snowden revelations about the NSA.
10

 Different government agencies, however, working in a broadly 

defined security field, vary widely in their legal authority to collect and process data as well as in their 

technical ability to deal with large-scale data analyses. Of all government agencies, for example, the 

Dutch tax authority has the most extensive database and operates under a legal framework that allows 

it to collect and combine data with many other sources.
11

 

In the fight against fraud, data mining is increasingly taking a central place, both in the 

Netherlands
12

 and abroad.
13

 Using data to predict where crime is likely to be committed or even who is 

likely to commit a crime, so-called predictive policing is on the rise in the USA and the UK
14

 and is 

also making its way into Dutch policing practice.
15

 Smart city technology is up and coming and will 

not only improve services to city dwellers but, with new crowd control and surveillance possibilities, 

will also have implications for security policy.
16

 Profiling and data mining are also on the rise in the 

implementation of border and immigration policies. Sorting out the risky from the trusted travellers
17
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and creating more ‘situational awareness’ for the border authorities in the Mediterranean
18

, for 

example, has increasingly become a ‘datified’ activity. 

In spite of large-scale database linking and mining and more sophisticated methods of 

analysis, many security organisations seem to be on the brink of working with Big Data rather than in 

the thick of it. Their data programmes incorporate some of the characteristics of Big Data – as outlined 

in Table 1 – but not the full set. Most importantly, they often still work based on investigating a 

known suspect, instead of switching to data-driven analyses, in which data mining will tease the 

suspects out of the dataset – in various degrees of probability – on the basis of profiles or even mere 

correlations. Some organisations, such as iCOV, a Dutch anti-fraud agency, find themselves exactly 

on that brink.
 19
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Even though Big Data do not dominate the 2016 security domain, it stands to reason that the growth of 

available data and analytical possibilities will accelerate current pilots, practices and experiments and 

give Big Data analytics a more prominent place in security policies in the near future. If we 

extrapolate current developments, we can expect to see far-reaching effects on the collection, analysis 

and use of data in the field of security. Some of these effects can already be observed. 

 

5. Looking into the future: Trends in Big Data and security 

Even though the often-proclaimed Big Data revolution
20 

is taking time to arrive, some major trends 

point in the direction of a Big Data future. 
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The Dutch anti-fraud agency iCOV (infobox Criminal and Undeclared Assets) 

gathers data from government agencies such as the National Police, public 

prosecuting authorities, the tax authority and several other law enforcement and 

anti-fraud agencies.  iCOV produces reports on the assets and incomes of suspected 

individuals or groups and maps the financial networks of people or organisations. 

It receives its data from member organisations and stores it in a safe data 

warehouse.  The members can request the investigation of a person or company 

under suspicion. The requesting partner’s legal competence determines what 

information from the database will be included in the analysis. So far, the results 

have been positive. The amount of time saved in comparison with normal financial 

investigations is substantial. iCOV is now at the point where the expertise it has 

built up in previous years can be translated into building profiles that could be 

used to data mine its extensive databases to unearth potential fraudsters. This 

would amount to a shift in the direction of data-driven rather than suspect-driven 

analysis. The expectation is that this Big Data type of analysis will allow iCov to 

track down even more fraudsters. Within iCOV, however, there is uncertainty 

about what is and what is not permissible with regard to data processing under 

current legislation 



 

 

1. Although the growth of available data over the last two centuries has been substantial, this is 

nothing compared with the current explosion in data size and variety.
21

 Such data are 

increasingly the product of three processes: data collection may be ‘directed’ (the intentional 

capture of data on people or objects), ‘automated’ (data that are created as an inherent feature 

of a device or a system), or ‘volunteered’ (data that are created by voluntary use of systems, 

devices and platforms).
22

 The amount of data from the last two categories in particular has 

grown exponentially with the advent of smart devices, social media and digital transactions. 

Most data are now ‘born-digital’ data.
23

 A ‘datafication’ of everyday activities can be 

observed, where data is gathered virtually unnoticed, outside the control and without any 

meaningful permission – or even the awareness – of the individual.
24 

The Internet of Things 

will propel this trend of datafication even further.
25

 These developments will collectively add 

up to a qualitative leap in data collection.  

2. Another development is taking place in the field of data analysis. New methods are emerging 

under the auspices of well-established techniques and algorithms, for example self-learning 

algorithms and machine learning. The increase in the amount of data is already yielding better 

analysis. This is sometimes called ‘the unreasonable effectiveness of data’: moderately 

effective algorithms produce better results from very large amounts of data than better 

algorithms do from smaller amounts of data.
26

 A key characteristic of Big Data is data-driven 

analysis, which is very different from the traditional statistical method
27

: the aim of data-

driven analysis is not to test hypotheses but to find interesting and unexpected correlations and 

patterns, which may prove to be relevant for commercial purposes or for public goals such as 

the provision of services and security. Methods such as supervised and unsupervised machine 

learning and creating actionable knowledge on the basis of unexpected correlations are 

considered potential game changers, particularly if they become the standard for many future 

applications. 

3. A third development is the increased use of predictive data analytics. Big Data can be used for 

historical analyses, but its real promise lies in real-time and predictive use. The growing 

availability of real-time data facilitates a growing number of real-time analyses. The idea of 

predicting the future – or, more accurately, predicting a possible future with a certain degree 

of probability – is the underlying rationale for many commercial and public programmes. 

Predictive analyses can take different forms: they can be used to help people make the right 
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choice (consequential), identify our preferences (preferential) or restrict options (pre-

emptive).
28
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In the field of security, Big Data analyses are mainly used for pre-emptive surveillance and 

investigation and rarely, up to now, to make sure people are better equipped to deal with 

possible risks and threats, which would be a consequential approach. 

The nature and origins of data that are available for security purposes, therefore, are changing. Public 

and private data are getting mixed. Relatively hard data (financial data and all kinds of registries) can 

be linked to softer, more social data. The wealth of data also renders the difference between personal 

and non-personal data potentially meaningless as it is now relatively easy to ‘construct’ a person on 

the basis of a limited set of data points that do not directly reference a person.
29

 This means there is a 

limit to anonymisation and pseudonymisation methods and, more importantly, that the legal difference 

between different types of (personal) data and the level of protection they are awarded is being 

hollowed out. 

Private data collections are already starting to play a bigger role in security analyses, 

supplementing data from government sources. The police are analysing social media to interact with 

the public and to gather intelligence (SOCMINT).
30

 The Dutch tax authorities are using private data 

such as parking and transport details from private organisations.
31

 Security and intelligence agencies 

have far-reaching authority to gather, share and commandeer data. Data exchange and linking are 

taking off. After all, it is often not the data itself that is valuable, but data linking, above all the linking 

of large amounts of data. Data collection and exchange for security purposes will be undergoing 

significant changes in the coming years. 

In the Netherlands, a growing number of government agencies will wish to join existing and 

yet-to-be-created partnerships and cooperation agreements that exchange data and have it analysed.
32

 

This may involve data exchanges with private parties, commandeering and requesting data, as well as 

purchasing data on the private market.
33

 As ever larger and more diverse databases are being used, Big 

Data on people who are not under any suspicion are increasingly being collected and analysed. 

Security organisations will increasingly make use of information-driven methods to inform and 

implement policies. This shift is fuelled by growing public and political concerns about security and 

new technological possibilities, austerity measures and the desire to work more efficiently.
34

 

Moreover, Big Data analytics will likely be used in the more lightly regulated parts of security 

policies, such as surveillance, public order and preliminary investigations, to guide the use of scarce 

resources and achieve more targeted and efficient checks and investigations. The legal framework 

covering such activities, however, is underdeveloped compared with criminal law, where a reasonable 

suspicion of guilt is a precondition for processing data and evidence has to stand up in a court of law. 
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6. Benefits of Big Data 

There are many benefits (potential and realised) of applying Big Data analytics in the security domain. 

Governments have traditionally gathered and owned a great deal of personal data, which can now be 

used for Big Data analyses. On top of this, government agencies working in the security domain are 

authorised to request data from third parties, provided that this falls within their remit. They have 

many opportunities, therefore, to work with Big Data, and for good reason, because Big Data can 

make a positive contribution to the field of security.  

The availability of a lot more data and the refinement of analysis techniques obviously offer 

opportunities for improving security policy, provided that the use of data and analysis does not itself 

become a security risk. 

Big Data can contribute towards greater operational efficiency. There are profits to be made, 

particularly in organisations that are active in collecting and analysing data and information.
35

 

Analyses that used to take days, weeks or months can be completed in a few minutes, hours or days 

with the help of Big Data analysis techniques.
36

 Facts can also be brought to light that would otherwise 

have remained needles in haystacks, simply because of the wealth of historical information.
37

 

Big Data makes it possible to carry out more precise risk analyses due to the larger size and 

greater diversity of the databases used. Methods of Big Data analysis also focus on ‘discovering’ 

unexpected connections, which can be worked into risk profiles. This may result in better-targeted 

inspections and more efficient use of scarce resources such as ambulances and police surveillance. 

Big Data analyses can help in reconstructing past events (immediately after attacks, for 

example) and can aid in criminal investigations. Uncovering unexpected connections can be of great 

use in various criminal cases, especially those that take place in a data-rich environment and that have 

specific and repeated patterns. 

They can also be useful in following ongoing developments in real time. This can be of great 

value, for example, following a disaster or for crowd control at events, when it is important to get a 

clear picture of the situation on the ground and to do so in real time, so that services can offer help or 

intervene in dangerous situations. 

Big Data analyses can even be used to make predictions. In the field of security, there are high 

expectations when it comes to predicting the time and place of an increased crime  
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risk and even of identifying future perpetrators and victims.
38

 Such knowledge allows preventive 

action to be taken and to warn individuals and organisations about potential risks. Furthermore, 

predictions can increase the chances of apprehending criminals by providing more insight into their 

behaviour. Whether such methods can be applied, however, depends on the availability of sufficient 

information about events in combination with clear and repeated patterns of (criminal) behaviour and 

threats in sufficiently large numbers. Only then will predictive analyses be of use in such events.
39
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7. Limitations of Big Data  

Despite some claims to the contrary, Big Data is not a miracle cure. Big Data solutions are not equally 

applicable or appropriate to all security problems and, like all instruments, they have not only 

strengths but also inherent shortcomings. 

The right data is not always available – even in a digital world. Sometimes the data are simply 

not there, sometimes there are problems with retention periods and sometimes different data platforms 

prove not to be interoperable. The quality of data is not a given either, as data can be outdated, 

corrupted, biased or even manipulated. These weaknesses can work their way into Big Data analyses 

and undermine efforts to enhance security through Big Data analyses. 

Pattern recognition lies at the heart of Big Data, and not all threats, security issues and types of 

crime show patterns that can be analysed in a meaningful way. Data mining and profiling are an 

ineffective method of preventing terrorist attacks in the sense of looking for the needle (the lone wolf 

terrorist) in the haystack (bulk data) to prevent an attack before it happens. Pattern recognition works 

best for offences that show a fixed and repeated pattern. Because every terrorist attack is unique and 

the number of attacks is very low, it is virtually impossible to make a good profile: the percentage of 

errors – particularly false positives – will be far too high under these circumstances. Data mining is 

simply the wrong tool for the job here.
40

 Other offences – financial fraud, for example – may be better 

suited because there are more repeating patterns and methods of operation and far more case materials 

for profile building. The cost of false alarms, moreover, is often low in these cases, contrary to the 

lengthy investigations required by data-based terrorism-detection systems. 

By definition, Big Data analyses are based on historical data and data patterns, which can only 

offer a partial and probabilistic picture of the future. This means that those working with the results of 

those analyses should treat them as indications of possible outcomes rather than as straightforward 

results. One must be sensitive to the risk that people who have improved their lives continue to be 

classified as belonging to particular high-risk groups because they were registered as such at one point. 

In the field of security, these kinds of limitations should be given serious attention. If correlation is 

taken to be causality, and probabilities are treated as certainties, this may easily cause firm conclusions 

to be drawn, particularly in the area of surveillance and preliminary investigations, which are not 

bound by the rules of evidence guiding a court case. A forced entry by the police is of an entirely 

different order from an erroneous book recommendation by Amazon.com. This is why the outcomes 

of Big Data analyses in criminal law can never be more than one – potentially important – aid to 

investigation, and they can never push aside strict evidence requirements.  

Any analysis based on statistical probabilities also produces both false positives and false 

negatives. False positive results criminalise innocent people, and false negative results allow security 

risks to continue unnoticed. A reduction in the number of false negatives usually means that the 

number of false positives increases, and the opposite is also true. In short: results have to be weighed 

up carefully, both within Big Data analyses and when choosing between the use of Big Data solutions 

and other means. 

 

8. Risks of Big Data 

The application of Big Data in the security domain also comes with a number of risks that, if not 

properly addressed, can outweigh the benefits and may erode public support for Big Data solutions. 
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Some of these risks may result from not addressing some of the limitations outlined above, and others 

are the result of policy choices and overreach of Big Data methods.  

Big Data analyses may reinforce social stratification by reproducing and reinforcing the bias 

that is present in every dataset: data are often not ‘given’ but ‘taken’ or are extracted through 

observations, computations, experiments and record keeping.
41

 As such, data are ‘inherently partial, 

selective and representative’, and the criteria used in their capture can distort the results of data 

analyses.
42

 If uncorrected, the bias that characterises every dataset to a greater or lesser extent may, in 

time, translate into discrimination and unfair treatment of particular groups in society.
43

 When used on 

a large scale, the results of Big Data analyses may well feed on each other, magnifying social and 

economic inequalities.
44

 In the most extreme case, Big Data methods may result in data determinism, 

which means that individuals are judged based on probabilistic knowledge (correlations and 

inferences) of what they might do, rather than what they actually have done. This is at odds with the 

presumption of innocence that is a cornerstone of criminal law. 

Big Data is at odds with individual privacy rights, as it requires the collection and analysis of 

data on large numbers of people who are not in any way implicated as suspects. In addition to the 

damage to individual privacy 
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 rights, it can also affect privacy as a collective expression of freedom. Individual privacy rights are 

only legally triggered by the principle of individual harm, which is not something that often happens 

in the case of Big Data. The fact that your data are part of a massive data analysis often fails to meet 

the threshold of individual harm.
45

 Privacy as an expression of collective harm, or conceived as 

damage to the fundamental right itself due to a large number of individual privacy violations, is hardly 

recognised by law but seems a more fitting risk in the current age of Big Data practices.
46

 If we take 

risk to be defined as ‘impact x probability’, then incursions into the right to privacy have a small 

impact but a very high probability – as they happen every day to virtually all people. The risk of a 

nuclear bomb combines very low probability with high potential impact, which we take very seriously 

indeed. If we follow the calculus, however, the privacy risk may be just as big, but we tend to ignore it 

because the risk is so distributed. 

Big Data solutions are susceptible to function creep.
47

 One might almost say that Big Data – 

with its emphasis on the value of secondary use of data – requires function creep in principle. Function 

creep is a source of concern in the field of security due to differences in the legal authority of various 

agencies to collect data and the far-reaching consequences in the everyday lives of citizens that may 

result from actions taken based on Big Data analyses. In the domain of security, there is also a 

trickledown effect in which hardware and software originally designed for security and intelligence 

agencies finds its way to lower-level security organisations, such as law enforcement and 

surveillance.
48
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The large-scale collection, storage and analysis of data by government bodies, including 

intelligence and security services, and the loss of anonymity on the Internet, can give people the 

feeling that their privacy and freedom of expression are in danger. This can undermine civil liberties 

and lead to chilling effects, that is, cause people to modify their behaviour and restrict their own 

freedom because they know they are being monitored. Some maintain that chilling effects, rather than 

loss of privacy, are the real cost of the NSA activities exposed by Snowden.
49

 The damaging effects 

are greatest for people and organisations that matter to the functioning of democracy, such as 

journalists, writers, whistle-blowers, NGOs and lawyers.
50

 

Big Data can lead to a transparency paradox: citizens become increasingly transparent to 

government, while the profiles, algorithms and methods used by government organisations are hardly 

transparent or comprehensible to citizens.
51

 The result is a shift in the balance of power between state 

and citizen in favour of the former. The secret nature of activities in the field of security reinforces this 

transparency paradox.
52

 Now that large numbers of citizens are increasingly coming under the 

spotlight – citizens who are linked to profiles and may become subject to decision-making based on 

these profiles (the needles) as well as those who are not (the haystack) – this will increasingly cause 

friction.
53

  

 

 

9. A mixed legal framework for Big Data and security 

Big Data is here to stay. Eventually its development will take off, also in the field of security. It is 

essential, therefore, to manage the use of Big Data effectively. Big Data analyses have the potential to 

make a valuable contribution to the security and freedom of society, but for this to happen, they must 

be made on a solid legal basis, covering the risks presented by Big Data and including measures for 

dealing with them or compensating for them.  

 

9.1. The current rules and regulations  

The European tradition of data protection and privacy regulation is predicated on fundamental rights, 

which is different from the American tradition, which is ‘characterized by a sectoral approach to 

legislating modern data privacy issues (including through self-regulation) as well as the adoption of 

information privacy law at the State level’.
54

 Data protection regulation in Europe is based on the EU 

Data Protection Directive, recently replaced by the General Data Protection Regulation
55

 (GDPR), 

which will enter into force on 25 May 2018. Under the Directive, EU member states were responsible 

for translating the EU regulations into national law – the Personal Data Protection Act in the 

Netherlands. The new GDPR will be directly applicable without requiring any national translation. 

The GDPR will not be applicable to the police and justice sector, whose work will be regulated by 

national legislation to be based on the new EU Police and Criminal Justice Data Protection Directive.
56

 

The regulation of data protection and privacy is founded on fundamental rights that are 

enshrined in treaties such as the European Convention on Human Rights (ECHR) and the Charter of 
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Fundamental Rights of the European Union. Article 8 of the ECHR and articles 7 and 8 of the 

Charter
57

 lay down the fundamental rights of privacy and data protection. Art. 8 Par. 1 of 
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the ECHR, on the ‘Right to respect for private and family life’, or the right to privacy, reads: 

‘Everyone has the right to respect for his private and family life, his home and his correspondence.’ 

However, these international agreements make an exception for matters relating to public safety and 

(national) security, where, based on national law, the responsible agencies usually enjoy more 

authority to conduct operations that ‘violate’ privacy and data protection. Article 8(2) of the ECHR 

states that: 

 

There shall be no interference by a public authority with the exercise of this right except such 

as is in accordance with the law and is necessary in a democratic society in the interests of 

national security, public safety or the economic wellbeing of the country, for the prevention of 

disorder or crime, for the protection of health or morals, or for the protection of the rights and 

freedoms of others.  

 

9.2. A mixed legal framework for security and law enforcement 

Although security and public order are exempt from the general data protection and privacy 

regulations, they are not unregulated in this respect. The activities of security and intelligence agencies 

and law enforcement are guided by specific laws and regulations (see Table 2 for the Dutch situation), 

and in some cases oversight is entrusted to a party other than the national Data Protection Authority. In 

the case of the Netherlands, for example, the activities of the military and general intelligence services 

are regulated by the Intelligence and Security Agencies Act 2002 (WIV 2002) – which is currently 

being revised – and oversight is entrusted to the Review Committee on the Intelligence and Security 

Services (CTIVD
58

).  
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 Table 2: mixed legal frameworks in the Dutch case 

 

 
 

Law enforcement and public prosecuting authorities operate under their own legal framework, often 

with specific laws regulating the collection, exchange and use of data within the police organisation 

and the wider law enforcement community. Other government agencies, such as the tax agency and 

partnerships of agencies cooperating in anti-fraud data projects, are usually covered by the general 

data protection legislation, although specific laws may lend considerable authority to organisations to 

collect, commandeer and analyse data. The Dutch tax authority, for example, has extensive powers to 

collect and analyse data that far outstrip those of most other government agencies. Law enforcement 

and other agencies working in a broadly defined security domain are usually subject to oversight by 

the national DPA, the Personal Data Authority.
59

  

Because security and intelligence agencies, law enforcement and public prosecuting authorities, 

and government agencies cooperating in anti-fraud projects operate under different legal frameworks, 

there is no one-size-fits-all solution for dealing with Big Data within the field of security. 

Nevertheless, these frameworks have a common denominator: their main goal is to regulate data 

collection. There are good practical and legal reasons why this should change. 

 

10.  Regulation: from data collection to data analysis and use  

There are some inherent tensions between Big Data and current data protection law. In its ideal form, 

Big Data is based on the principle of unfocused data collection, as well as on linking and reusing data 

collected for other purposes and by other parties. Secondary use of data and the idea that more data 

leads to more accurate – as well as unexpected – insights are core ingredients of the promise of Big 

Data. The current European and national rules and regulations, however, are mainly concerned with 

the initial data collection phase and are built on legal principles, some of which are at loggerheads 

with the ideal form of Big Data analysis. 

Big Data puts pressure on important legal principles such as purpose limitation and data 

minimisation, which are strongly connected with the data collection phase. Purpose limitation 

stipulates that data may only be collected and stored if there is a clear purpose for data processing. 

With large amounts of data being available, it is increasingly common to collect data first and only 
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sort it into usable and unusable data afterwards. Moreover, the general trend is to combine data from 

various sources, build profiles and mine the resulting databases. The 
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principle of data minimisation requires that as little data as possible is collected, and in any case no 

more than is necessary in order to achieve the specific goal that has been formulated. Moreover, these 

data must be deleted once the aim has been achieved. The Big Data logic that ‘more is better’ and the 

idea that the value of Big Data analysis lies in the secondary use of data, therefore, puts pressure on 

core legal principles and also highlights the limits of the current focus of data protection law on the 

data collection phase as the sole target for regulation. 

Existing regulations on collecting data and those that are in development – such as the GDPR 

– continue to have an important function in the era of Big Data. For example, those that process it, 

which may require extra effort in the era of Big Data, must legally obtain data. Given the pressure on 

the current legal framework, however, there is reason to look beyond regulating the data collection 

phase. Current academic and public debates, for example, entertain the notion of shifting the emphasis 

from regulating data collection to its use
60

, and there are publications that underline the need for 

‘algorithmic accountability’
61

, indicating a need to scrutinise the data analysis phase. Therefore, for 

analytical reasons we have divided the processes of Big Data analytics into three main phases: 

collection, analysis and use.  

Considering the current legal framework, it would seem obvious to regulate data collection more 

strictly and to enforce purpose limitation in particular. However, this would mean adding more black 

letter law to an already densely regulated phase of Big Data processes and would also largely nip the 

promise of Big Data in the bud. Moreover, some elements of the current legal regime regulating the 

collection of data prove to be formidable instruments in the hands of the courts to curtail the drive to 

the collection of ever more data for security purposes. The recent ruling of the European Court of 

Justice
62

 on data retention underlined that Member States may not impose a general obligation to 

retain data on providers of electronic communications services and stressed that adequate conditions 

and safeguards must be in place for the use of targeted data retention for fighting serious crime. These 

conditions include prior review by an independent authority and the data being retained within the EU. 

Developments such as these notwithstanding, it remains to be seen to what extent the legal principle of 

purpose limitation will hold its own given the high pressures in commercial practice and in public 

policy to share data and conduct Big Data analyses. Some scholars consider data minimisation to be 

out of touch with reality
63

 or argue that ‘social trends and technological developments (such as Big 

Data and the Internet of Things) mean that we will have to abandon the principle of purpose limitation 

as a separate criterion.’
64

 It is worthwhile, therefore, to pursue an approach in which the emphasis 
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shifts from regulating data collection to regulating data analysis and use. There is more to be achieved 

in these later stages of Big Data processes than by intensifying the regulation of data collection. 

 

11. Regulating analysis: looking into the black box 

In Big Data processes, the important choices are made in the phase of the analysis: selecting the 

algorithms, data sources and categorisation, assigning weight to various data, etc. It is in this phase of 

Big Data processes ‒ the algorithmic heart ‒ that the various risks that we outlined earlier materialise. 

 

11.1. Duty of care 

In the current legal regime, the analysis phase has remained relatively unregulated, and algorithmic 

accountability is largely lacking. To address this, quality criteria should be made more explicit. To 

increase organisational awareness and to create more accountability, a legal and explicit duty of care 

should be introduced for government organisations using Big Data analysis in the domain of security.  

It is impossible to prescribe in advance precisely what conditions must be met in the analysis 

phase, as each case is different. However, there are some general requirements for data quality, 

methodological soundness and insight into the algorithms used that constitute a base line: 

1. Government organisations must ensure that their data is up-to-date and that they are aware of 

and correct for the bias contained in their datasets. They need a strategy to mitigate such bias. 

This obligation also covers data obtained from third parties. 

2. Data used must be obtained legitimately from third parties, who, in their turn, must have 

obtained them legitimately.
65

 

3. The algorithms and methodology must be sound and must meet the scientific criteria for good 

(statistical) research. 

4. Algorithms and methodological choices must be open to review by the competent oversight 

authority.
66

 This may prove problematic in the case of commercial algorithms,  

 

--- end of page 317 --- 

 

which the supplier considers to be proprietary trade secrets.
67

 Nonetheless, research results, 

profiles and correlations must be open to oversight: the data-processing party must be able to 

show clearly how they arrived at particular results. 

 

The various aspects of duty of care – a series of quality criteria – are discussed during monitoring of 

the analysis process and ex post scrutiny by the oversight authority. Responsibility for data quality and 

methodological soundness remains with the data-processing party at all times.  
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11.2. External reviews and audits  

In view of the great importance of the data-analysis phase, which is in fact the core of Big Data 

processes, external regulation should also be strengthened on this point. Big Data projects in the field 

of security must be made subject to external review by the relevant oversight authority, which should 

particularly monitor choices made with respect to data and methods of analysis. In their review, the 

oversight authority should also check whether duty of care principles have been complied with. These 

reviews may be combined with internal audits that are already in place. In the Netherlands, for 

example, Section 33 of the law pertaining to Police Data
68

 requires that internal audits are sent to the 

Autoriteit persoonsgegevens, the Dutch DPA. A similar process could be used. The audits can be done 

annually for large government data processing projects, in particular those in the field of security, in 

view of their potential consequences for individuals and groups of citizens. The report that is sent to 

the DPA must enable the oversight authority to gain a clear picture of the sources, data and methods 

employed. The same obligation should apply to the intelligence services. In the Dutch context, the 

body that is reported to is the Review Committee on the Intelligence and Security Services (CTIVD).  

The technical and statistical capacity and expertise of both the AP and the CTIVD need to be 

strengthened in order for them to conduct meaningful oversight in a world of Big Data. The AP and 

the CTIVD then report to the Lower House of Parliament. In the case of the CTIVD, where national 

security and secrecy play an important role, a new process is needed to determine how it should report 

to Parliament. Preferably it should report to the Parliamentary standing committees on the Interior 

(regarding the work of the General Intelligence and Security Service) and Defence (regarding the work 

of the Military Intelligence and Security Service), which are more transparent to the general public; 

only where necessary should it report to the Committee for the Intelligence and Security Services 

(CIVD), which deliberates behind closed doors on the explicit understanding that everything discussed 

there will not go any further. In their reports to Parliament, the oversight authorities can provide a 

more detailed opinion regarding possible regulation or setting new boundaries. 

 

11.3. Sunset clauses 

When setting up new Big Data projects, the planning should include a date for their evaluation. This is 

important given the potential positive and negative impact of data-driven applications, especially in 

the field of security. Another reason for integrating a moment of evaluation at the outset is the fact that 

governments often allow large ICT projects to continue to run, even if it is realistic and perhaps better 

to end them.
69

 The internal political and policy dynamic often keeps the engine running, regardless of 

other considerations, and projects become entrenched. Therefore, large data-processing projects in 

government, particularly by the police, intelligence and security services, inspection bodies, the tax 

authority and anti-crime and anti-fraud cooperation bodies must be subject to a sunset clause of three 

to five years.  

A three to five year period gives projects sufficient time to develop and prove their worth, but 

it is also short enough to be able to intervene at an early stage. In evaluating projects, there are three 

specific assessment points: firstly, it should be assessed whether there is still any need for the project: 

circumstances may change, after all. Secondly, it should be assessed whether the data-processing 

process was effective: did Big Data achieve the aims that the project set out to achieve? Points one and 

two can only be assessed meaningfully if realistic and measurable goals were formulated at the 

beginning of the project. The evaluation must clarify whether these goals have been achieved fully, 
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partially or not at all, and to what extent the results can be attributed to the Big Data analysis. If it is 

found that these goals have not been achieved, or only to a very limited degree, the project will be 

stopped. If there are limited positive results, a plan to revise the project will be needed. Thirdly, the 

evaluation must include a cost-benefit analysis, which must explicitly include a proportionality and 

subsidiarity test with respect to the effects on personal freedom and security. These fundamental rights 

must be considered explicitly: what are the concrete benefits that the infringement of these rights of 

citizens has delivered? This evaluation can be modelled on what are called Surveillance Impact 

Assessments (SIA). These consist of four connected elements: the impact on individual privacy; the 

impact on individual relations, positions and freedoms; the impact on groups and categories; and the 

broader impact on society and the political system.
70

 This evaluation, therefore, is considerably more 

comprehensive than the conventional Privacy Impact Assessment (PIA), which is required by the 

upcoming Regulation.  

A report should be compiled on these three points and sent to the competent authority, which can 

then report to parliament. This way, accountability is divided into stages, with a trusted external party 

in the form of an oversight authority first of all, followed by a public report to parliament. As reports 

to oversight authorities are not made public, there is room for 
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greater transparency and detail. The subsequent public report that is sent to parliament does not reveal 

the ‘tricks of the trade’, i.e. the specific methods used, but it is written with knowledge and 

understanding of them. 

 

12. Regulating use: Big consequences require big responsibility 

Big Data analysis should result in actionable knowledge.
71

 At some time, some person or persons will 

be confronted with the results of an analysis in the real world: the tax authorities may investigate, or 

the police may knock on someone’s door. The real life consequences – which may be especially felt 

when it is about security considerations – merits a very thorough scrutiny of how Big Data analyses 

contribute to decision-making processes and their practical use.  

 

12.1. Bounding profiles  

In the use of data analyses in Big Data processes, i.e. the consequences of decisions made based on 

analyses, profiling stands out as an important issue. The power of Big Data analyses lies mainly in 

detecting structural patterns at the aggregate level. When these general insights are applied to real 

situations and specific individuals and groups, there is always a mismatch because a profile is always 

over-inclusive as well as under-inclusive. Benchmarks need be developed to determine admissible 

margins of error when working with profiles to determine action ‘in the real world’. These 

benchmarks should be linked to both to the importance of the service or organisation for security and 

to the impact on individual and collective fundamental rights. Therefore, the use of profiling requires 

more detailed rules on admissible margins of error. 

 

12.2. No (semi-)automatic decision-making 
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Profiles are increasingly influential in making choices and decisions. There is a tendency to follow 

profiles and patterns fairly uncritically and to regard computer analyses as quasi objective. Current 

rules relating to automated individual decisions in the EDPD (Art. 15) and in the upcoming GDPR are 

generally considered to be weak.
72

 It is up to individual states and the oversight regime to ensure that 

automated decision-making is banned and remains so, as ‘computer says no’ can never be allowed to 

be the end of an exchange between government and citizen. Those responsible must also be more alert 

in responding to semi-automatic decision-making, in which a human being formally makes the 

decision but does not or dare not deviate from the digital advice obtained.
73

 The existing ban on 

automated decision-making should be strictly enforced, and government agencies should be more alert 

to semi-automatic decision-making. 

 

12.3. Own the data, own the consequences 

Care must be taken that data analyses and profiles do not lead to an actual reversal of the burden of 

proof. This is not really a factor in criminal law, where there are strict rules for evidence to be 

admissible in court, but it may play a role in various forms of surveillance, preliminary investigations, 

network analyses, enforcement and anti-fraud work. With increasing data exchange and inter-agency 

cooperation, the analytics in the government’s back offices will gain in importance. The danger is that 

individual citizens, instead of the government, will have to prove that they have been wrongly 

associated with a profile when a dispute arises about decisions based on data analyses. Because Big 

Data processes in the field of security shift the balance of power even further ‘in favour’ of 

government, citizens need to gain a better grasp of the decisions that affect them as well as strengthen 

their position vis-à-vis the government. The principle that responsibility for the accuracy of Big Data 

processes remains with the data-processing party at all times should be anchored in legislation. The 

party that acts based on an analysis is required – to be able – to show what a decision is based on and 

what factors and considerations were taken into account. 

 

13. Who watches the watchers: reinforcing oversight and strengthening transparency and 

judicial review  

 

The use of Big Data in the security domain requires intensified oversight. An effective and 

confidence-inspiring oversight regime, in its turn, requires a higher degree of data processing 

transparency. In this, transparency is not an aim in itself but serves the interests of accountability. 

Citizens and organisations must also have opportunities to discuss the accuracy and proportionality of 

decisions based on data analyses and made by government institutions and, if necessary, to have them 

assessed by the courts. 

 

13.1. Big Data, Big Oversight?  

Current oversight of data processing leaves a lot to be desired, even more so in view of the on-going 

rapid digitisation of government and use of data analysis. DPAs and the various forms of oversight on 

security and intelligence agencies do not appear to be properly equipped to face the challenges of the 

Big Data era in terms of powers, expertise and financial resources.
74

 In the Netherlands, many parties, 

including the oversight committee CTIVD itself
75

, believe that the planned expansion of the powers of 
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the Dutch general and military intelligence agencies requires oversight capacity and technical 

expertise to be significantly expanded at all levels.
 76
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Although the powers and resources of national DPAs will in principle be increased through the entry 

into force of the GDPR, it is up to the national legislatures to allocate the corresponding financial 

resources, powers and capacity. As indicated above, oversight of the analysis phase will be of 

paramount importance. Therefore, if possibilities for collecting and analysing data increase, 

independent oversight should be strengthened. For regulating the intelligence services, it would be 

appropriate, in view of the need to protect fundamental rights, to introduce an overriding power/ the 

possibility of passing judgments regarding lawfulness.
77

  

 

13.2. Increasing (layered) transparency 

Big Data also requires greater transparency in the government’s data-processing activities. There is 

still a lot to be gained on this point, as data processing is a ‘black box’ in many cases. In addition, data 

subjects are not so quick to invoke their right to information because they often simply do not know 

that their data is being collected. Given the sensitive nature of the work of law enforcement and 

national security agencies, there cannot be full transparency, which is precluded by the danger of 

‘gaming the system’ and the need to protect sensitive and classified information. Nevertheless, it is 

possible to work with a layered system of transparency, as was suggested above in relation to reports 

by the police and the intelligence services to the competent oversight authorities, which, in their turn, 

report to parliament. 

It would also be desirable to give citizens more insight into the frequency of data collection, the 

reasons why it is done, and, if possible, what effect complex data analyses have. In the field of 

security, some organisations have the legal right to keep all or parts of their operations secret from 

data subjects and the general public. However, the growing amount of data that the government can 

obtain under existing secrecy provisions is out of step with the data processing transparency that is 

required. There are indications, moreover, that the agencies involved in national security are prone to a 

culture of ‘overclassification’.
78

 Furthermore, better information meets a democratic need; a well-

informed discussion of the use of Big Data solutions requires a better understanding of the use of data 

by government organisations in the area of security policy. Therefore, data processing transparency 

should be enhanced, and a better balance should be achieved between the secrecy requirement and the 

interests of openness as regards Big Data applications that affect fundamental freedoms. 

Greater transparency is needed in at least two areas. A growing number of organisations in the 

field of security is involved in Big Data applications, above all in the area of fighting fraud. There is a 

lack of good regulation in this area. Although a lot of relevant information about data processing in 

partnerships is contained in publically available covenants and decisions, this is not very accessible. 

Citizens should not have to be detectives to find the relevant information. There should be greater 

openness when organisations intend to work with Big Data applications, for example, by requiring 
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them to draw up a policy plan detailing what Big Data applications they use, what public policy they 

pursue, at what cost and what results they expect from the application. 

At the accountability level, too, more is possible than is currently being done, for example in 

annual reporting. Compared to the Netherlands, some European countries are practising a significantly 

higher degree of openness about their intelligence techniques and operations, without this hindering 

the work of their intelligence services in any noteworthy way. This is being done in Belgium, for 

example, with the aim of being able to conduct an informed discussion about how the intelligence and 

security services work, what their powers are and how they are monitored and regulated.
79 

 

 

13.3. Increasing possibilities for judicial review  

The imbalance of power between citizens and the government in relation to data-processing capacity 

and techniques is expected to grow in the era of Big Data. It is important, therefore, to strengthen the 

citizens’ position. This will happen in part by granting the oversight authorities greater powers to 

monitor and control activities and by increasing data processing transparency. It will also be achieved 

by ensuring, in the matter of the accuracy of Big Data processes, that the burden of proof rests firmly 

with the data-processing parties. However, it is also important to give citizens themselves a stronger 

voice in scrutinising and monitoring Big Data applications. Citizens can give voice to their interests 

either directly or through interest groups. 

In the Netherlands, however, the right of complaint is strongly linked to the notion of 

individual harm, and possibilities for collective proceedings are very limited.
80

 This leaves citizens but 

few possibilities to question decision-making based on Big Data processes if they cannot produce 

evidence of joint personal disadvantage. The Dutch constitutional order lacks an independent judicial 

review of legislation if personal damage has not been demonstrated, and this has caused the focus of 

the judicial review process to shift to the European Court of Human Rights and the European Court of 

Justice. Citizens who are concerned about the social effects of Big Data applications should have 

greater access to national options for judicial review of legislation and Big Data policy initiatives must 

be improved.  

Because many of the large data-processing projects extend beyond the individual, it is important 

not only to concentrate on individual rights but also to strengthen and consolidate the position of 

NGOs and citizens’ rights organisations in legal procedures. This does not mean that the courts should 

open their doors to every class action lawsuit, but there should be selective admission of cases that 

address collective concerns and  
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contribute to the development of case law in this important and relatively undeveloped area.
81

 

 

14. Serving security, protecting freedom 

Big Data has a lot to offer for surveillance, investigation and prevention in the field of security. 

However, Big Data processes can also have a significant impact on citizens, even if they are innocent 

and not suspected of anything. The application of Big Data, therefore, must be accompanied by 

                                                           
79

 www.comiteri.be/images/pdf/Jaarverslagen/Activiteitenverslag_2014.pdf. See pp. 70-77 for the statistics on 

intelligence operations. 
80

 Van der Sloot (2016). 
81 Zwenne and Schmidt (2016). 



 

 

additional measures to protect fundamental rights. Only under this condition can Big Data make a 

substantial contribution to the security and the freedom of citizens within and outside the Netherlands. 
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